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Water properties inside nanoscopic hydrophobic pocket studied

by computer simulations
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The structure and dynamics of water in the vicinity of the hemispherical hydrophobic pocket of 8 A
radius were examined via molecular dynamics simulations in NVT ensemble. Density, hydrogen
bonding properties, and residence times of water molecules were projected on two-dimensional
planes providing a spatial description of water behavior. We found that the average water density is
significantly depleted relative to bulk value. A detailed analysis of pocket occupancy revealed
fluctuations between states of completely empty pocket and a pocket filled with a bulklike fluid,
which seem to result from collective behavior of water molecules. Free energy differences
accompanying these fluctuations are rather small, suggesting that the given pocket radius is close to
the critical one for transition between gas and liquid phases in the considered system. We show that
the situation is different in the case of a simple Lennard-Jones fluid. These results indicate that
changing the surface curvature from flat to concave may lead to qualitative difference in water
behavior in its vicinity. We think that our studies may also put some light on binding site desolvation
process which is necessary to understand to make correct predictions of binding energies. © 2006

American Institute of Physics. [DOI: 10.1063/1.2355487]

I. INTRODUCTION

Hydrophobic interactions manifest themselves as a ten-
dency of relatively apolar molecules to stick together in
aqueous solution.'* They play a key role in the formation of
large biological structures,” protein folding,4 and ligand
binding.5 Their origin comes from rearrangement of water
shell surrounding solvated molecules® and desolvation of in-
teracting surfaces, but the exact mechanism is still under
debate.”

Structure and properties of water around small species
are relatively well investigated.g_12 A picture has emerged
according to which water molecules form a solvation
shell'!* of higher density than surrounding bulk, being able
to effectively reorganize, and maintain maximum number of
hydrogen bonds with their neighbors. It allows for compen-
sation of enthalpic losses related to the insertion of hydro-
phobic object but is also accompanied by significant de-
crease in entropy, which leads to overall positive free energy
of solvation.

Situation changes when it comes to large objects. Neigh-
boring water molecules are geometrically unable to maintain
maximum number of hydrogen bonds and are forced to point
one of their hydrogens towards the nonpolar surface.'>™"”
This leads to enthalpic penalty, resulting in a threefold
greater surface tension for planar surfaces when compared to
small molecules.'

Furthermore, according to theoretical works by Chandler
and co-workers,'*?* the interface between water and large
hydrophobic objects is more likely to resemble liquid-vapor
boundary than the first solvation shell present around small
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objects. Scaled particle the:ory23’24 also predicts a depletion

of density of water molecules in contact with hydrophobic
cavities of radii greater than 10 A.

Such predictions seem to be confirmed by various ex-
perimental studies mostly based on neutron reﬂectivityzs’26
and x-ray reﬁectivity.27 They report a region of reduced wa-
ter density at a hydrophobic surfaces ranging from
1 to 4 nm. There is also some evidence of gas-filled submi-
crocavities, existing close to the sur’face,zg*31 whose nucle-
ation, as two surfaces approach each other, may be a possible
explanation of origin of long-range attractive forces observed
in atomic force rnicroscopy.32 Other studies,33’34 however, do
not support the idea of preexisting nanobubbles. In general, it
should be noted that quantitative results of such measure-
ments depend on the type and concentration of dissolved
gases as well as on molecular structure of a given hydropho-
bic surface.”

Early explicit solvent simulations of water near large,
flat surfaces'®'” did not reveal its tendency to form a vapor-
like interface. More recent works, however, concerning prop-
erties of water between two nanoscale hydrophobic ellipsoi-
dal plates35 or two hydrophobic surfaces,® report a drying
transition to occur in region enclosed between considered
objects as the separation between them becomes smaller. In
both cases a strong dependence of critical distance for dew-
etting on the strength of the attractive part of solute-water
potential has been indicated. Such dependence has been also
demonstrated in simulations of two parallel planar nano-
scopic solutes, each constructed as a single layer of carbon
atoms aligned in a hexagonal lattice, where drying has been
observed only when attractive carbon-water interactions
were absent.”’®

For large biomolecules whose surfaces have rather com-
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plex topography also a shape dependence of hydrophobic
effects is of great importance.39 A dewetting, if present,
would preferably occur in concave regions. In their experi-
mental and simulation study Barrat et al®® analyzed a ligand
binding to the mouse major urinary protein. They have con-
cluded that possible dewetting of hydrophobic pocket prior
to ligand binding is a key factor influencing the thermody-
namic signature of binding. In simulations of water droplet
enclosed in a large spherical hydrophobic cavity, Wallqvist ef
al.*' have not found a stable vaporlike interface when attrac-
tive water-surface interactions were taken into account. In-
stead they have observed an intermediate state between “dry”
and “wet,” referred to as a “contact” state, which was char-
acterized by abrupt decrease in water density from bulklike
to zero without preceding density oscillations. These results
confirm observations obtained earlier in simulations of water
inside hydrophobic spherical cavities that were considered as
a reference system for reverse micelles.*> On the other hand,
Chau*’ who investigated water behavior around hemispheri-
cal objects of various radii reports a clearly layered structure
of water molecules in the concave region. Although he has
found depletion of average density of water inside hemi-
spheres as their radius has been decreased, no evident drying
has been detected.

Studies of hydrophobic cylindrical pores bring differing
results as well. Beckstein and Sansom™ investigated liquid-
vapor oscillations of water in hydrophobic nanopores by mo-
lecular dynamics (MD) simulations and observed drying
when the pore radius was smaller than 5.5 A. On the other
hand, Hummer et al.®® demonstrated in their MD simulation
of carbon nanotube that it can be effectively solvated, even
though it is able to accommodate only one-dimensional
chain of water molecules. Authors have also noted that a
small decrease in magnitude of water-carbon attractive po-
tential leads to qualitative change in water occupancy, which
starts to fluctuate between empty and filled states.

It is evident that a better understanding of the hydropho-
bic hydration of large objects is important. In this article we
describe results of simulations of water molecules enclosed
by two parallel flat walls containing spherical pockets. We
analyze structural properties of water such as density, num-
ber of hydrogen bonds, average dipole moments, as well as
its dynamics expressed as residence times in various loca-
tions. Having regions of flat, convex, and concave interfaces
we can directly observe differences between them. We also
analyze fluctuations of density of water inside pockets and
compare them to bulk density fluctuation.

In order to determine contributions of hydrogen bonding
and complex electrostatic interactions between water mol-
ecules, we perform parallel simulations of a Lennard-Jones
fluid in identical conditions.

Il. METHODS
A. The system

Simulated system consisted of two hydrophobic walls
and 1030 solvent molecules (Fig. 1). Both walls, having lat-
eral dimensions of 35X 33 10\2, were constructed of neutral
particles aligned in a hexagonal close packed (hcp) grid. We
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FIG. 1. Simulated system: two hydrophobic walls and 1030 TIP4P water
molecules.

assumed that they would represent a paraffin of 0.8 g/cm?
density, composed of CH, units. This assumption would lead
to a grid of 3.5 A lattice constant. In such case four layers of
CH, pseudoatoms would produce the wall of 7.5 A thick-
ness.

However, to be able to construct more detailed pockets,
we decided to use a finer grid, with lattice constant of
1.25 A. Parameters of Lennard-Jones potential for atoms
constituting the simulated wall were fitted to reproduce the
potential of original four layers of CH, pseudoatoms (Fig. 2).
Resulting Lennard-Jones parameters are presented in Table I.

Pockets were constructed by deleting all pseudoatoms
located within a given radius from a central atom at the wall
surface. Additional pseudoatoms were added at the back side
to maintain thickness of the wall not smaller than four
atomic layers. For presented simulations we used a hemi-
spherical pocket of 8 A inner radius. It had a volume of
389 A3 (measured from base, located at the surface of the
first layer of wall molecules, to border, where water-wall
interaction energy was greater than 0.6 kT). Such volume
can accommodate on average about 13 molecules of water at
standard density.

Both walls were placed symmetrically along the Z axis,
making two opposite sides of rectangular box filled with wa-
ter. The number of water molecules and separation between
walls were tuned to obtain a mean water density of
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FIG. 2. Water—flat wall interaction potential for four layers of CH, pseudoa-
toms aligned at 3.5 A hcp grid (solid line) and four layers of modified
particles aligned at 1.25 A grid (dashed line).
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TABLE 1. Force field parameters. CH, (0): original united atom parameters
for 3.5 A grid and CH, (m): modified parameters for 1.25 A grid used in
simulation. LJ potential form is U(r)=4€(o/r)'*~(o/r)°].

Atom type € (kcal/mol) o (A) q (e.u.)
CH, (o) 0.1142 3.891 0.0
CH, (m) 0.0094 4.100 0.0
TIP4
HT 0.0 0.0 0.52
oT 0.1550 3.1535 0.0
OM 0.0 0.0 -1.04
LJ fluid
LJ 0.541 2.67 0.0

0.997 g/cm?®in a 8 X 8 X 8 A? at the center of the box. It was
achieved by performing three preliminary, 1 ns simulations,
each followed by adjustment of system dimensions. As a
result the innermost atomic layers of walls were located at
z==153 A,

Most simulations were performed with TIP4P (Ref. 46)
water molecules. Apart from that, however, we have con-
ducted additional simulations with Lennard-Jones fluid in or-
der to determine contributions to system behavior resulting
from the complex nature of electrostatic interactions and hy-
drogen bonds between water molecules. Force field param-
eters of this fluid (Table I) were the same as used in other
studies,”’ in an attempt to best reproduce the pressure of
water at a temperature of 300 K and standard number den-
sity. Mass of the Lennard-Jones (LJ) particle was also set to
equal the mass of water molecule.

Parameters for water-wall interaction were calculated by
using the standard Lorenz-Berthelot mixing rules* and the
same resulting parameters were applied for LJ fluid-wall in-
teraction.

B. Simulations

Although we are aware that the most appropriate en-
semble for studying hydrophobic hydration would be NPT
ensemble, after many considerations we decided to perform
our simulations in NVT ensemble. We think that using a con-
stant pressure algorithm‘w’50 which is best suited for isotro-
pic, solvated systems could introduce some hard to estimate
effects in the case of such inhomogeneous system like ours.
Secondly, usage of constraints necessary to keep walls in
place would add an “external force” to the system which
could interfere with proper calculation of internal virial. We
think that tuning water density in the center of simulation
box (see above) provides a mean pressure reasonably close
to the desired 1 atm. We estimate that both pockets together
constitute 2.5% of system total volume. Their complete, con-
cominant dewetting would cause pressure fluctuations to be
in the order of +500 bars (for water we assume isothermal
compressibility x;~45X 107 bar™!), which remains in the
range of pressure fluctuations observed in NPT simulations
under atmospheric pressure.

The CHARMM computer program51 was used to perform
molecular dynamics simulations. All simulations were car-
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projection
plane

FIG. 3. Projection of structural properties at a two-dimensional plane. An
average over toroidal volume is assigned to appropriate intersection on the
XZ plane.

ried out at a temperature of 298 K maintained by the Nose-
Hoover thermostat.’>>® The time step used was 2 fs. The
SHAKE (Ref. 54) algorithm was applied to keep TIP4P water
molecules rigid. Positions of all pseudoatoms constituting
the walls were fixed for all the time of simulation.

The particle mesh Ewald summation” method was used
for electrostatic interactions. Van der Waals interactions were
smoothly shifted to zero at a cutoff of 12 A with the VSHIFT
method implemented in CHARMM. Periodic boundary condi-
tions were applied, with box size of 35X 33 A in the X and
Y directions and 100 A in the Z direction in order to elimi-
nate periodic interactions along the Z axis.

Each simulation started with 52 ps heating and equilibra-
tion phase and then a production run of 1 ns took place.
Snapshots of the system were recorded every 0.2 ps.

C. Analysis methods

Analysis of simulation data was performed with a cus-
tom program written in C programming language. Cylindri-
cal symmetry of the system along the Z axis was used to
project all structural parameters on a two-dimensional plane
(Fig. 3). They were averaged over toroidal, concentric vol-
umes of 1 X1 A? intersection.

We assumed that as long as the average structural data
are considered regions close to each wall can be treated as
independent. Thus, symmetry of the system with respect to
the XY plane situated in the middle of the simulation box (at
z=0) allowed to further average results obtained for each
side. The subjects of such analysis were the following.

* Water density, defined as the number of oxygen atoms
per unit volume.

* Average hydrogen bond number and each hydrogen
bond number (i.e., 0, 1, 2, 3, and 4) fractions. Hydrogen
bond was considered as formed based on mixed geo-
metric and energetic criteria:®® O-+-H distance lower
than 2.4 A and water-water interaction energy lower
than —2.39 kcal/mol (-10 kJ/mol).

* Average hydrogen bond energy.
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e Average projection of water dipole moment on the XZ
plane.

In an attempt to characterize dynamic behavior of the
system, we investigated solvent density fluctuations inside
both pockets and in the bulk. As the pocket region we con-
sidered all points located within the pocket and having |z
>15.3 A. As the bulk region we considered a cylindrical
volume of radius of 3.94 A and height of 8.0 A placed along
the Z axis in the center of simulation box. Dimensions of this
region were chosen in order to obtain identical volume as in
case of both pockets.

Having recorded time distributions of number of solvent
molecules inside each area, we calculated free energy pro-
files related to varying occupancies. We used the following
formula:**

F,=-kgTlnp,+C,

where p,, is a probability of finding n molecules inside the
volume and C is an unknown constant.

In order to investigate the shape dependence of dynamic
properties, we calculated residence times of solvent mol-
ecules in various locations. We considered a number of sites
characterized by distance r from the Z axis and by the z
coordinate.

Each site was considered “occupied” if a water molecule
was found in a spherical volume with radius of 1.5 A cen-
tered on the coordinates of the site. We applied the survival
function S(z) (Ref. 57) given by

Nwater

2 Py(1).

water =1

S(t) =

It gives the fraction of initial number of water molecules
Nyaer that remains in a site after a given time 7. Py(z) is a
binary function that equals 1 if water i is still in the site after
time ¢, and zero otherwise. Final results for each coordinate
pair (r,z) were obtained after averaging S(r) over 16 sites
uniformly distributed over a circle of radius r and center at
(0,z2).

A residence time is often found by a single or double™
exponential fit to S(r). We have noticed, however, that this
procedure gives poor results, especially when applied to wa-
ter inside the pocket. Thus we decided to use the
Kohlrausch-Williams-Watts (KWW) stretched exponential
function. It was proved to be useful®® in describing nonex-
ponential relaxations, resulting from superposition of a
whole spectrum of single exponential processes, each having
its unique relaxation time.®" It is defined as

¢l0) =",

where S is called a stretching parameter, which describes the
width of the relaxation time constant distribution (0<pg
<1). Case of B=1 corresponds to a single exponential relax-
ation, when the distribution function is reduced to &(7—7).

Having estimated values of the 7 and 8 parameters, by
fitting KWW curve to S(z), we computed the average relax-
ation time using the following equation:
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FIG. 4. (A) Average water density and dipole moment orientations divided
into eight main directions, projected on the XZ plane. [(B) and (C)] Water
densities and average dipole moments in “filled”” and “empty” states, respec-
tively. Color scale is in g/l. Position of the first layer of hydrophobic wall is
marked by dots. Coordinates along the Z axis are renumbered in such a way
that Z=0 corresponds to the first layer of hydrophobic particles in flat re-
gions of wall. These and all other similar plots were prepared with the
XFARBE program (Ref. 69).
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T=—I{ =],
B \B

where I'(z) is the gamma function.

lll. RESULTS AND DISCUSSION
A. Structural properties

Water density and average dipole orientations are pre-
sented in Fig. 4. The first, second, as well as the weak third
hydration layers are clearly distinguished along flat and con-
vex parts of the wall. The first and second hydration layers
are separated by region of decreased density. In general the
water density exhibits layering up to 12 A away from flat
surfaces.

Average dipole vector of water molecules occupying the
first hydration layer along flat and convex regions is pointed
away from the surface. It is worth stressing, however, that
the most predominant dipole vector orientation is parallel to
the surface'>'® and is averaged out due to wall anisotropy.
This ordering is rather weak and does not extend any further
than to the density minimum separating first and second hy-
dration layers.

In concave regions the first solvation layer is no longer
present and the average water density smoothly drops off to
zero at the bottom of the pocket, forming a density profile
similar to that of the water-vapor interface.*! It should be
noted that it is not a static picture: water density inside the
pocket undergoes large fluctuations, ranging from almost
bulklike value to zero (see Sec. III B). That is why we con-
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sider two separate states: a “filled” pocket, when number of
water molecules is greater or equal to the average (6), and an
“empty” pocket in the opposite case.

In the filled [Fig. 4(b)] state a kind of layering is present,
however, layers do not cover concave parts of the wall. They
rather extend from the bulk for as long as possible and ter-
minate at the bottom of the pocket. Although a density re-
duction in proximity to the hydrophobic medium is rather
steep, there is no density maximum characteristic for a wet
interface. Such state seems to be similar to the contact state
observed earlier by Wallqvist et al*!

In the empty [Fig. 4(c)] state most water molecules con-
centrate at the entrance to the pocket, leaving deeper parts
unoccupied, regardless of favorable interaction potential at
the bottom region.

In both states average dipole vectors of water molecules
occupying the pocket are less oriented than those along flat
portions of the wall and exhibit a tendency to point towards
the hydrophobic medium. One should keep in mind, how-
ever, that again, the most predominant orientation is parallel
to the surface and is not depicted due to averaging.

On average, no layering of water density at concave sur-
face is observed which contrasts with results obtained by
Chau.* He considered hydrophobic hemispherical cavities
constructed from CH united atoms placed at vertices of tes-
sellated icosahedra and solvated with simple point charge
extended (SPC/E) water molecules. Simulations were per-
formed in the NVE ensemble after preliminary equilibration
in the NPT ensemble. Since radii of simulated hemispheres
were similar to the radius of our pocket, the difference is
likely to originate from the strength of attractive interactions
between water and hydrophobic surface. Indeed, in his next
paper devoted to identical system,62 Chau admits that hydro-
phobic “atoms” located in vertices of his tessellated icosahe-
dra are closer to each other than in an alkane molecule, while
having unchanged parameters of Lennard-Jones potential.
Furthermore, a question arises to what extent electrostatic
interactions between water molecules located on both sides
of a thin, single layer solute could contribute to effective
attraction towards it, making it “less hydrophobic” than ex-
pected. Assuming angle averaged dipole-dipole orientation
we estimate by using Keesom equation63 that at a tempera-
ture of 300 K, two SPC/E water molecules, being 7 A apart,
interact with attractive potential of magnitude of
0.06 kcal/mol which is about one-half of a typical well
depth of Lennard-Jones potential. When summed up with
van der Waals interactions with solute atoms as well as with
water molecules arranged in a dense solvation layer on the
opposite side of the solute, it is likely to result in a much
more attractive potential than in our case.

To understand better water structure and behavior we
analyzed the average potential energy per single water mol-
ecule at a given location. Such potential energy U can be
subdivided into a wall-solvent term U, defined as the inter-
action of water molecule with all pseudoatoms constituting
the wall, and solvent-solvent term U, defined as half of the
interaction energy (time averaged) of a water molecule at the
given location with other water molecules (being less than
8 A apart),
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FIG. 5. U—average potential energy (kcal/mol) of a single solvent molecule
in the system. U,—potential energy (in kcal/mol) of interaction between
wall and a single solvent molecule. E/n—average energy (kcal/mol) per
water-water interaction, including only nearest neighbors, being <4 A
apart.

U=Uys+ Ug.

As can be seen in Fig. 5, the border of region where repul-
sive water-wall interaction energy is greater than
0.6 kcal/mol (=1kgzT) extends to about 2.5 A from the first
layer of CH, pseudomolecules. The strongest attractive wall-
water interactions of magnitude of 1 kcal/mol occur at con-
cave parts of the pockets. In general, inside the whole pocket
the interaction potential is attractive and lower than
—0.2 kcal/mol.

Within the bulk region a single water molecule contrib-
utes about —9.6 kcal/mol to the system energy—a value
similar to reported in other studies.'®®" At the flat water-wall
interface the average energy per water molecule rises to
about —7.5 kcal/mol. The increase in potential energy with
respect to the bulk value is observed in a thin, 2.5 A layer of
solvent, involving only the first hydration shell. In the same
region the strengthening of water-water interaction (~
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FIG. 6. Hydrogen bonding properties: average number of hydrogen bonds ((n)HB), average single HB energy (Eyg, in kcal/mol), and fractions of water

molecules forming particular number (2, 3, and 4) of hydrogen bonds.

—0.5 kcal/mol per water-water pair with respect to value in
the bulk) is observed, which partly compensates unfavorable
energy change due to loss of nearest neighbors.

As expected, inside the pocket the average energy per
water molecule is less favorable than in the bulk, gradually
rising up to —6.5 kcal/mol at the bottom (Fig. 5). The de-
crease in number of neighboring solvent molecules is accom-
panied by the increase in average quality of remaining inter-
actions. As appears from hydrogen bonding analysis (see
below) this increase is caused by the increase of fraction of
hydrogen-bonded nearest neighbors rather than by strength-
ening of particular interaction types.

Hydrogen bonding properties are shown in Fig. 6. In the
bulk region, mean hydrogen bond (HB) number per water
molecule is 3.19. 40% of water molecules forms three HBs,
and 37% and 17% form four and two HBs, respectively.
Mean energy of a single HB is —4.32 kcal/mol. These results
are in a very good agreement with other studies, involving
TIP4P molecules.*®

In the first hydration layer, close to flat areas of the wall,

fraction of water molecules forming three hydrogen bonds is
increased. This is in agreement with well documented earlier
observations,'®! suggesting that in the planar interface wa-
ter molecules tend to sacrifice one possible hydrogen bond-
ing interaction but then, due to reduced translational and ro-
tational mobility, are able to maintain three other, relatively
strong hydrogen bonds. The second hydration shell is formed
of water molecules having slight preference for making four
hydrogen bonds.

An average HB number decreases inside the pocket: four
HB population vanishes in favor of two HB population,
which is particularly well represented in concave areas,
where geometric constraints imposed on water molecules
make forming more than two HBs impossible. Interestingly
three HB fraction remains quite intact until almost 2 A inside
the pocket.

In all cases the decrease in number of HB is accompa-
nied by the increase in their quality. A water molecule losing
one HB has weaker geometric constraints for making the
remaining bonds. On the other hand, the observed difference
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FIG. 7. Fraction of neighboring water molecules, being less than 3.4 A apart
from the central molecule, that forms a hydrogen bond with it.

between energy of the “strongest” HB that is observed at the
bottom of the pocket and the “bulk” HB energy is in only of
the order of 0.1 kcal/mol, so a tightening of HB cannot be
considered as a mechanism of compensation for energy
losses due to loss of nearest neighbors.

Instead, we think that changes in fraction of hydrogen-
bonded nearest neighbors are important. In the bulk region
only about 60% of nearest neighbors (NNs), being less than
3.4 A apart from the central molecule, form HB with it (Fig.
7)—remaining 40% interacts, relatively poor, giving average
energy per NN about —3 kcal/mol (see Fig. 5). These “poor
contacts” are first that are lost when water molecule loses its
NN: inside the pocket most water molecules form only two
HBs, but they account for interactions with more than 80%
of NN.

B. Dynamic properties

Time evolution of pocket occupancy is displayed in Fig.
8. As can be observed, the number of water molecules (nHzo)
inside the pocket varies from O (empty pocket) up to 18
(liquidlike state) with an average value of 6.4. When com-
pared to bulk water, confined in identical volume, average
density is two times smaller and presents significantly larger
oscillations. Similar density depression and fluctuations were
observed inside cylindrical hydrophobic pores of subnanom-
eter radii.**

Free energy profile for water inside the pocket (Fig. 9)
reveals differences not greater than 1kzT (0.6 kcal/mol) be-

4,0
>

4,0
=
T
0

0 200 400 600 800 1000
L[ps]

FIG. 8. A number of water molecules (ny,0) occupying the cavity (lower
plot) and a representative bulk volume (upper plot) during a 1 ns simulation.
In the lower plot solid line denotes the average cavity occupancy and dashed
line denotes the average occupancy observed in the bulk.
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FIG. 9. Free energy profiles (in kcal/mol) for water inside the cavity (Wc),
bulk water (Wb), Lennard-Jones fluid inside the cavity (Lc), and bulk LJ
fluid (Lb). Energy values were shifted to have zero as a minimum in all
cases. Vertical dashed line denotes average number of water molecules (13)
confined in considered volume for water density 997 g/1.

tween states corresponding to 0 < ny,o= 13. For larger num-
bers of water molecules a “fluidlike” state is reached and free
energy of the system rises in a similar way as in bulk. There
is a very weak minimum around nH20=5, denoting a slight
preference for a “vaporlike” state, however, in general, free
energy profile for ny,0 = 11 may be considered as flat.

From microscopic point of view average chemical po-
tential of water molecule entering the pocket that is filled
with less than 11 other molecules is equal to the chemical
potential of water molecule in the bulk. Loss of about
2.5 kcal/mol of energy (see Fig. 5) must be compensated by
the increase of entropy upon entering the pocket. Such bal-
ance seems to exist over surprisingly wide range of pocket
occupancies.

According to analytical mean-field model for water in
infinite cylindrical hydrophobic micropores presented by Gi-
aya and Thompson,65 kind of thermodynamically stable
phase of confined water depends strongly on attractive com-
ponent of wall-water interaction potential as well as on pore
radius. Although the geometry of our system is not a cylin-
drical one, a qualitative picture may be similar, suggesting
that for a chosen water-wall interaction potential, radius of
analyzed pocket may be close to critical one. Indeed, similar
simulation carried out with pocket of 5 A radius (results not
shown here) resulted in free energy monotonically rising for
ny,0 > 0. It indicates a clear preference for a vaporlike state
of pockets smaller than considered in current study.

Free energy profile for a pocket region is rather different
from the one obtained for bulk water. In the latter case a
parabolic curve is seen that confirms a Gaussian nature of
bulk water density fluctuations.®*®’ As expected, a minimum
in free energy is reached for a number of water molecules
(13) that corresponds to standard water density in a consid-
ered volume. Similar parabolic curve was obtained for
Lennard-Jones bulk density fluctuations.

Interestingly free energy profile for LJ particles occupy-
ing the pocket is different than the one obtained for water.
There is one clear minimum for n; ;=8 and any further de-
crease in occupancy is unfavorable. The difference between
free energies corresponding to this minimum and to ny ;=13
(bulk density) is higher than in water.
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FIG. 10. Average residence time 7 and values of 3 parameter. S(7) plots for
three representative cases: bulk water, first hydration layer (1 h.l.), and cav-
ity with fitted KWW curves. Inset shows a log-log plot of the same values.

Possibly these differences result from collective behav-
ior of water molecules. The process of filling and emptying
the pocket seems to occur as expansion and retraction of
bulklike fluid, happening in tens of picosecond time scale
(see Fig. 8), rather than as stochastic movement of individual
molecules that would be characteristic for more or less
evenly distributed vapor. Reason for this may be strong in-
termolecular interactions, preventing a single water molecule
from going far away from its neighbors. Strong intermolecu-
lar interactions, resulting in relatively high surface tension of
water, may be also responsible for smaller than in the case of
LJ fluid increase in free energy associated with reaching a
bulk density inside the pocket: less additional wall-solvent
interactions are needed to keep a confined fluid dense.

Dynamic properties, evaluated in terms of average resi-
dence time 7 and B parameter, are displayed in Fig. 10. S(7)
plots are presented on the accompanying graph, along with
fitted WWK curves for three representative cases: bulk wa-
ter, first hydration layer, and center of the pocket.

Time dependence of the survival function seems to be
very well approximated by a stretched exponential model,
particularly in the case of bulk and first hydration layer re-
gions. Slightly worse fit obtained in the case of pocket region
may be the result of more complex water dynamics in this
area.

In general all three curves show similar trend of fast
initial decay followed by a slower decay, which is consistent
with solvent relaxation profiles observed in other studies.®® A
fast component of survival function is usually ascribed to
vibrational and librational motions of water molecules within
microscopic volumes enclosed by nearest neighbors. Mol-
ecules initially located close to the border of a given site may
easily cross it forward and backward, contributing to rapid
decrease of average population. The remaining slow compo-
nent reflects a real migration of water molecules from their

J. Chem. Phys. 125, 144717 (2006)

initial location. Such existence of at least two time scales in
relaxation process gives rise to relatively small values of B
parameters.

For the bulk water the following values were observed:
7=1.81 ps and B=0.503. In the first hydration layer resi-
dence time is longer than in bulk (2.16 ps), with similar 8
value (0.506). Region of decreased water density, separating
the first and the second solvation layers, manifests itself by
decreased residence time and 8 value.

Inside the pocket average residence times are noticeably
decreased: 7=1.16 ps with respect to bulk water. It is likely
to confirm a picture of enhanced mobility of solvent mol-
ecules in concave hydrophobic areas.*” Value of B parameter
is also decreased to 0.458 in the center of pocket, giving
evidence of broad distribution of residence times. It is a re-
sult of complexity of water behavior in this area: there are
periods when the pocket is filled with water of bulk density
as well as periods when it is virtually empty. Time scale of
such fluctuations is larger (see above) than observed resi-
dence times. Residence times computed for sites inside the
pocket are thus averaged over various regimes of water mol-
ecule behavior.

A close inspection of S(z) plot for the pocket region re-
veals a slight increase in fraction of survived molecules after
about 6 ps time. We think that it may result from the fact that
once entering the pocket a water molecule, moving relatively
freely inside the restricted volume, has a chance to occasion-
ally reenter its initial location.

Interestingly, values of B parameters in the region clos-
est to the concave wall are larger than in the center of the
pocket. They are accompanied by residence times shorter
than 1 ps and thus invisible in the 7 plot. They are likely to
represent those areas that are relatively seldom visited by
water molecules due to wall repulsion. Once entering such
region a water molecule leaves it very fast and resulting dis-
tribution of relaxation times is narrower than in the center of
the pocket.

In general residence times at a given location seem to
correlate with average local water density. It seems to be
reasonable since the denser is the solvent the harder is for its
molecule to leave their initial locations. Such correlation,
however, is not observed in studies of water residence times
around proteins.58 Furthermore it is reported that the longest
residence times are observed either in the cavities inside the
protein or in the grooves and concave regions.

It is likely to confirm the importance of specific local
interactions, mainly hydrogen bonds, at the protein surface
for water residence times. In our case, despite of having at-
tractive component in interaction potential, the hydrophobic
wall cannot provide any localized interactions. It allows for
relatively unrestricted movement of water molecules tangen-
tial to its surface, which may affect residence times. Apart
from that, it should be noted that in the case of our system,
involving relatively deep, entirely hydrophobic pocket, a col-
lective behavior of water molecules leads to intermittent sol-
vation and desolvation of the whole considered volume.
Thus it is impossible for a single solvent molecule to stay
long at a given location. Recently similar results have been
demonstrated® in all atom, explicit solvent simulation of
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mouse major urinary protein (MUP) that has a deep, hydro-
phobic binding pocket. Furthermore authors confirmed ex-
perimentally that desolvation of the binding site has a little
contribution to ligand binding free energy, which remains in
agreement with our free energy curves.

IV. CONCLUSIONS

In this work we have studied the structural and dynamic
properties of water in proximity of a hemispherical hydro-
phobic pocket of 8 A radius embedded in a hydrophobic
wall. We have observed a drying phenomenon inside the
pocket, manifested as significant depression of water average
density and shortening of solvent residence times. Such dry-
ing was not present at flat portions of wall even though at-
tractive interactions in those areas were weaker than inside
the pocket. It seems to indicate that not only the strength of
attractive interactions but also the topography of the surface
influences character of hydrophobic hydration.

We have found that substantial fluctuations of pocket
occupancy, having a time scale of tens of picoseconds, occur
as expansion and retraction of a bulklike fluid rather than as
individual movement of solvent molecules that would be
characteristic for a “vaporlike” state. It indicates a collective
behavior of water molecules.

Free energy differences accompanying changes in pocket
occupancy from empty to filled state are smaller than 1kzT,
suggesting that, for applied wall-water interaction potential,
the considered pocket radius is close to the critical one for
transition from a thermodynamically stable vapor phase to a
liquid phase.

Our system may be considered as a rather idealized
model of hydrophobic binding pocket. Nevertheless obtained
results indicate that contribution to hypothetic binding free
energy, resulting from desolvation of such a binding site,
may be not predicted correctly with the use of surface area
based models. Furthermore a water behavior inside the
pocket seems to be governed by its architecture as a whole
and not only by local surface curvature and hydrophobicity.

Next step of our investigation will be devoted to the
analysis of interaction of hydrophobic pockets with model
particles.
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