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Molecular biology and computational science have joined to allow computations of proteins in atomic detail. Simulations can be made of the thousands of atoms in a protein, and the tens of thousands of water molecules around it, including a few of the ions in those solutions. Simulations running nanoseconds are being done all over the world as I write these words (July 2010).

The importance of molecular dynamics simulations is great. MD (as we will call it) takes the static structures of x-ray crystallography and makes them dynamic living objects, reaching towards the real molecules of life in the full reality of their function.

Reaching is not grasping as all of us of the 1950’s were taught in High School, and this article is about what is needed to extend the reach of molecular dynamics so it can grasp the reality of biological function. I argue that a variety of scaling issues makes grasping reality if MD is done in full atomic detail. I argue that an approach that embraces these multiscale realities can use MD as an indispensable tool in the understanding of biomolecules and their function.

The scaling issues facing molecular dynamics involve space, time, concentration and voltage and we should go through them one by one.

Side chains of proteins control an enormous range of biological function. Changing one side chain can completely alter the function of a protein or ion channel. In some cases, changing one atom can do the trick. The experimental reality is that structural changes of 1 Å can change biological function on the molecular (nanometer), then cellular (micrometer), tissue (centimeter), and animal (meter) scales. So, simulations in atomic detail must reach from 10 pm (to give decent resolution of one atom) to say 100 μm if we stop at the size of a nerve fiber and its axon. {I choose these scales because a complete understanding of the main function of a nerve fiber is understood from atom, to molecule, to membrane, to cell in considerable detail, in a form that a physical scientist would recognize as understanding.) Lengths in one dimension range over 7 orders of magnitude in this realistic example, that is not chosen with hyperbole.

Structures in biology exist in three dimensions, however, so the scaling problem must be considered in three dimensions as well. Resolving a three dimensional structure takes at least 0.1% resolution in each dimension, implying an overall resolution of 10-9. This resolution is needed to describe a protein well enough to compute its volume, surface area, or the electrical potential around it, if it were a solid macroscopic charged object. The same resolution is needed to reconstruct an organelle within a cell, a cell, tissue or animal. In fact, the difficulties of dealing with three dimensional structures with this resolution are not resolved. It is not possible yet to solve the partial differential equations of electrostatics in three dimensions with this resolution for surfaces as complex as those that define the outside of proteins. In some special cases these solutions can be done. And one imagines that the fusion weapons of our nightmares cannot be designed without this capability, but the solution of Poisson’s equation for complex proteins is still something we cannot do in almost any lab or any computer center in a routine way.
The scaling requirements of MD in three dimensions are formidable. The frightening range of linear scales of 107 become the daunting range of 1021 if one proceeds without approximation or simplification. This paper is meant to show the underlying problems of the full resolution problem, and so we will proceed in that way, without approximation or simplification. The goal is to motivate systematic simplifications and approximations to make the problems manageable, but we will not return to that subject until the end of the paper.

The scaling requirements in time are easy to define. MD simulations must be done with step sizes less than femtoseconds to resolve atomic vibrations. 10-16 second steps sizes are best but 10-15 seconds will do. The fastest biological functions (that do not involve light) occur in about 10-4 seconds. I have the signals in nerve cells in mind. There are of course many properties of ion channels and proteins that occur in 10-5 sec. But it is safe to say that the great majority of living processes are around 1 msec and reach as long as 100 years, in most favorable cases.
The gap in time scales between a full resolution treatment of atomic motion and a typical nerve signal is then 10-15 to 10-4, 11 orders of magnitude. This is a very large gap indeed. It corresponds to the gap between a few days on the earth when it was forming 109 years ago, and present day. Few would think to compute the properties of the earth today by starting with its properties a billion years ago, computing on a time scale of days for the whole way, the entire time.

Arguments have sometimes been made, that I do not wish to dignify by a citation, lest I ridicule well intentioned colleagues, that computations on a say picosecond time scale can explore the space and thus deal with biological phenomena on the msec time scale. These arguments are half believed by many students and beginning scientists so I create a counter example here. Imagine a system computed to say 100 picoseconds. Imagine another identical system to which a spring, mass, and dashpot are added that create a mechanical resonance that becomes measurable at only 500 picoseconds. All properties computed after say 1 nsecond will depend dramatically on the resonance. The resonance is not in the short time system. Thus, the short time system cannot reproduce the properties of the resonance.

Scaling issues occur in ‘thermodynamic’ variables as well. We know that life involves variables like concentration, average electrical potential, and thus electrochemical potential by everyday experience and experimentation. The heart beat is sensitive to changes in the type and concentration of Na+ , K+, Ca2+, and Cl¯ ions (among many others) and these ions in fact make the plasma needed to sustain the life of cells and proteins. (It is not an hyperbole to call ions in water the ‘liquid of life’ although it is rather vivid writing for a scientific paper. Then again anyone who has placed a protein in distilled water and watched it quickly denature might want us to always remember that it is ions in water and not water itself that is the liquid of life).
In fact, gradients of concentration of these ions are the energy sources for an enormous range of cellular signals and processes. Ion Channels are proteins with a hole down their middle that control the flow of ions, electricity and (with slight generalization) water and nonelectrolytes across otherwise impermeable membranes of cells and organelles. Ion channels have much the same role in living systems that valves or transistors have in engineering systems. They are the fundamental control elements. Thus, the concentrations of ions must be estimated realistically in MD simulations.

The concentrations of Na+, K+, and Cl¯ range across a large scale. Inside and outside cells concentrations range from millimolar to 500 millmolar. Inside ion channels or active sites of enzymes, however, the concentration of ions is very much larger. Ion channels and active sites of enzymes typically contain several charges and contain pores or cracks or crevices say 300 Å3 in diameter. The concentration (by which I mean number density in molar units) is some 20 molar, compared to the concentration of water in distilled water of some 55 molar. This enormous density means that the most important locations of ion channels and proteins (and the region surrounding nucleic acids as well by the way) are very crowded with ions. They are very special environments in which the forces of excluded volume and electrostatics are very large. Indeed, any biologist looking at such a special situation on a macroscopic scale would instantly recognize it as an evolutionary adaptation. Just as evolution uses the special properties of certain cells to make a transparent lens, or a rapidly conducting squid axon, so it can use the special properties of crowded ions to make an ion channel or enzyme work. Or anyway that is the way a biologist would think. More rigorously, one should say that these ideas of adaptations provide productive working hypotheses to investigate in detail. Science is “guess and check”. Unusual properties of a biological system provide good clue to a productive initial guess. The crowded ions near DNA, RNA, active sites, and in ion channels should not be ignored.
Molecular dynamics must then deal with concentration scales from millimolar to many molar, a range of 104 when dealing with the metal ions Na+, K+, and Cl¯ that energize so much of life. 

But biology uses ions in quite a different way. It uses some ions as signals, not just as energy sources. Ca2+ is used by literally hundreds, probably thousands, of different and distinct signaling pathways in a cell. These pathways are as different and distinct as the different wires in a computer. And the consequences of cross talk between wires in a compute (i.e., the computer stops, ‘it is dead’ as we all say by reflexive analogy) are replicated in biology. If Ca2+ signals of different systems are confused in cells, illness and death is a likely consequence.

In fact, there are hundreds of hormones, vitamins, messengers, and other organic ions that control the function of proteins, enzymes and ion channels. These go by many names: they were called enzyme co-factors in Mark Ratner’s undergraduate years. The important point is that the concentration of these signaling molecules control biological function and the concentrations are small, ranging from 10-7M to 10-11M.
Indeed, some of these signaling molecules (particularly Ca2+) are vital for life as well as function. What I mean is that many intracellular proteins stop by functioning, sometimes irreversibly, usually for seconds, minutes, or hours, if they are exposed to unnatural concentrations of Ca2+ . Many even most channel proteins ‘die’, in the sense that they drastically (more or less irreversibly) change properties if they do not have the right mixture of chemicals surrounding them. Finding that biological soup is the art of much experimental biology, from microbiology (growing bacteria), to immunology (where it is particularly hard to establish reproducible conditions for various immune responses), to enzymology, to channel biophysics. 

Simulations of these systems must of course establish the same conditions as needed in experiments. If experiments require less than 10-6 M calcium to maintain function, then simulations must contain less than 10-6 M calcium. If proteins denature without calcium at all, as many due, Ca2+ must be present in simulations of that protein. Thus, simulations of protein folding (for example) are likely to be confusing if they do not include the ions needed to allow normal folding in an experimental system.
The scaling requirements required to deal with trace concentrations of controlling molecules are severe. Concentrations of 10-7M Ca2+ must be simulated for many systems. 10=8 M is a reasonable goal for a good number of signaling molecules. Simulating a concentration this small requires a staggering number of water molecules. For example, if a simulation needs 103 Ca2+ to have a decent estimate of concentration, then one needs 55 moles of water for every 10-7 moles of Ca2+ , meaning one needs 6 × 1011 molecules in the simulation, along with the 103 Ca2+ ions.

The scaling requirements of concentration are formidable.

Scaling requirements for the electrical potential are hard to specify since the electric field is both short and long range. The electric field that controls nerve function, for example, extends millimeters in vertebrate nerve. The electrical potential at one location in a nerve fiber controls the function of individual channels in the membrane of the nerve millimeters away. This electric field is not screened by the Debye length any more than the electrical signal in a wire is screened or in a telegraph cable under the sea. The assumptions used in the calculation of sum rules do not apply. The electrical potential also spreads very long distances, that cannot be specified in general, before the screening phenomena of the sum rules comes into play. Most of the calculations of MD are executed in a time scale of femtoseconds far faster than the picoseconds needed to establish screening in ionic solutions. Thus, at short times electric fields spread very far in ionic solutions; at long times they spread only a few Debye lengths (say 1 nm in typical biological extracellular solutions). The electric field thus involves macroscopic numbers of ions in most of MD calculations. The electric field involves macroscopic numbers when involved in macroscopic nonequilibrium functions of life in nerve and muscle cells, for example.

These macroscopic effects of the electric field are customarily handled in MD by periodic boundary conditions implemented with Ewald sums of various types to compute the electric field. Such procedures are difficult to extend to nonequilibrium situations where gradients of electrical potential are important. Those situations include all normal measurements of channels, membrane transporters, and membrane proteins, in all cells, except the red blood cell. As far as I know, the red blood cell is the only cell with zero electrical potential across its membrane. 

Nonequilibrium situations of this sort have been studied in particle simulations in fields outside biology for a very long time. Semiconductor physics has simulated swarms of holes and electrons, using entirely classical approaches, in which quantum mechanics does not appear at all, since the 1980s. It is striking that periodic boundary conditions are never used in these calculations. The essence of a device is that it has inputs and outputs. The potential is not the same at the input and output (nor is the current flow). Semiconductor simulations are designed to be sure the boundary conditions are always right, because that defines the input and output of the device, even when they are done with swarms of interacting particles.

The periodic boundary conditions used in MD may or may not adequately represent the electric field over long ranges in equilibrium systems. I cannot tell because amidst the large numbers of papers that analyze these conditions, I cannot find simple checks of Gauss’ law. The semiconductor community checks its Poisson solvers by verifying that Gauss’ law on a variety of scales, some comparable to the particle size, some much larger. Gauss’ law is checked with surfaces that are not parallel to the natural surfaces of the system. It would be comforting if the various Ewald sum methods wee shown to satisfy Gauss law on scales comparable to atoms, on scales comparable to the period assumed in the periodic boundary conditions, and on scales much larger than that period. The surfaces used to check Gauss’ law should not be parallel to the repeating surfaces assumed in the periodic boundary condition.
These uncertainties in the treatment of the electric field in MD are large and so I will not consider problems of scale arising from them further. It is not that I think these problems do not exist. Rather, it is that I do not want to speculate in an argumentative way.
We are thus confronted with scale issues of 10  in linear dimension, 10 in three dimensions, 10 in resolution, 10 in time, and 10 in particle number (to deal with concentration).

These different scales occur all at once in functioning biological systems. Thus MD simulations must deal with all these scales at once. This seems a daunting problem, probably one that cannot be solved. What is certain is that interactions between this many particles with this spatial resolution on these spatial scales cannot be computed, if they are long range, as electric fields are. In that case, one imust deal with numbers of calculations beyond astronomical, because direct calculations of interactions involve enormous numbers of steps, involving the factorial of the number of particles.

I thus argue that multiscale analysis is absolutely needed if simulations are to confront biologicalreality. MD simulations in full atomic detail of biological function are not the way to go.

This is not to argue that MD simulations of reduced systems and complexity are not valuable. Indeed, the motivation for this paper is exactly the opposite.

I argue that MD is an invaluable extraordindarily important tool when used properly. MD is properly used in my view as an extension of structural biology. MD can show us how structures exist at real temperatures with real entropy. MD shows us what are the important parts of a structure and how they move on the time scales computed. MD can give us very important clues about where and what to leave out in reduced models and what to focus on as we try to make reduced models of biological function.

MD is an essential component of a multiscale approach to computing biological function but it is only one part of that approach.

What else is needed beyond MD? Here we enter the region of speculation more than analysis and the reader should be aware of that. What is needed in my view is a set of reduced models that describe the biological function on the scale of that function. This description can be easily recognized. A good reduced model will predict results that have the same format, the same ordinate and abscissa, as experimental graphs. 

The reduced model must also include the important parts of the structure. Detemining what those important parts are has been the work of innumerable biophysicists who have mutated the genes that are the blueprints of proteins, seeking amino acids that have specific effects. In general physical systems, these site directed mutations are more or less hopeless, because interactions dominant and everything affects everything else.

But biological systems are not general physical systems. Biological systems have been built by evolution to have definite functions. Evolution acts by mutating genes and genes make proteins. Proteins are coded amino acid by amino acid, and mutations change individual amino acids. It seems obvious that a system like this will discover ‘controls’ which produce useful functions. (Useful functions are those that allow their host organism to survive natural selection.) Individual amino acids will control individual functions in such a system.
Whether these musings are actually provable by mathematics, or evolutionary biology, but they provide motivation to accept the experimental fact. In many cases a few amino acids or a particular structural domain of a protein controls overall function.

Viewed from an engineering perspective this is not a surprise. Devices are built so they can be controlled. The control of a device is often far more important than its efficiency. An easy way to ensure robust control is to put that control in a separate system distinct from the rest of the device. Biology seems to have used that approach. Evolution has found ways to use only a few amino acids to control biological function.

The reduced model must then discover and include these amino acids and the resulting structures if it is to deal with biologicl function. It must predict experimental results. How does it join that structure and that function? It joins them with physics and chemistry. The link between structure and function is the physics and chemistry of the components of the reduced model.

The physics and chemistry involved in these systems is much less complex than one might imagine. Life occurs in a limited range of conditions. It involves only a limited range of processes. If we focus on ion channels, because that is what I know best, and because they are very very important, the processes are diffusion, migration, some convection, and probably not even heat flow. Convection in fact occurs in distinctive ways and so can be isolated and dealt with separately. Convection is not discussed further here for that reason (although it is a subject of great importance that I am currently working on.)

Analysis must then use the physics of electrodiffusion if it is to link the structure of proteins (or rather of reduced models of proteins) to biological function.

What can we say about the physics of electrodiffusion? 










