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PREFACE

This article is concerned with the voltage gradients within a cell that are associated with the three-dimensional spread of electrical current. We have divided the material into two sections. The first, Part A, presents a discussion of the method of solving the mathematical problem of analysing the three-dimensional flow of current within a cell. Thereafter follow detailed descriptions of the solution for a number of simple geometries of cells: the cylindrical cell, the spherical cell, the thick and the thin plane cell. The second part, Part B, is intended for the general reader and gives a qualitative description in words of some of the results and conclusions to be drawn from the analyses presented in Part A.
PART A. PHYSICAL INTERPRETATION AND MATHEMATICAL ANALYSIS

I. INTRODUCTION AND GENERAL OUTLINE OF THE PRESENTATION AND APPROACH

I.1. Introduction

The electrical properties of cells can be accounted for in large part by the electrical properties of the cell membrane and the cytoplasm which the cell membrane encloses. For most, if not all, cells, the electrical properties of the membrane can only be studied in situ. In other words, the properties of the membrane must be inferred from some observed electrical properties of the cell as a whole. Since the cell membrane defines the boundary of the cell, it can be shown that if the shape of the cell conforms to some simple geometry, the magnitude of current injected into the cell and the resultant displacement of transmembrane potential are related in some predictable way to the electrical properties of the cell membrane, namely its impedance to the passage of electrical current. How this observed relationship depends on the specific membrane resistance and resistivity of the cytoplasm has been examined theoretically for a number of shapes of cell. These shapes include the infinitely long cylinder or cable, the sphere, the thin plane cell and the thick plane cell. The theoretical treatment used for each of these geometries usually makes a number of assumptions and the necessary conditions these assumptions impose often cannot be realized experimentally. These conditions frequently involve the current source. For example, in the case of one-dimensional cable theory, the current source is ideally an infinite plane sheet, less ideally, a disc placed at right angles to the fiber axis and equal in diameter to the fiber. In practice, a microelectrode is often used and this approximates a point source of current. As we shall see, the use of such a source violates the essential assumption of one-dimensional cable theory, namely that the current flows in only one dimension, and this violation under certain circumstances causes serious deviations between the measured values of membrane potential and the values predicted by one-dimensional cable theory.

We have already mentioned that in order to determine, theoretically, the spread of potential within the cell about some sources of current, the geometry of the cell is idealized as some simple, three-dimensional shape such as a sphere, a cylinder or disc, which may or may not closely approximate the actual geometry of the cell. Nevertheless, even if one of these shapes is a good approximation, in order to simplify the mathematics, further approximation is sometimes made in that the electric field in one or more of the three dimensions of the cell is neglected. That is to say, it is assumed that the potential is constant along the dimensions of the cell that are neglected.
In the theory developed here we make no such assumptions and hence a comparison of the predictions of this theory with those of theory in which such an assumption is made shows decisively the circumstances which necessitate the use of three-dimensional field theory in solving electrophysiological field problems.

Before we describe in detail the application of three-dimensional field theory to such problems we first show in section II.1 that the electrical field near the source of electrical current depends on the geometry of the source. Secondly, in section II.2 we demonstrate, how, for example, one-dimensional cable theory cannot properly describe the spread of potential in a cylindrical cell about a point source of current.

In section III we show why and how the steady-state solution of heat field problems can be used to obtain the steady-state solution of electrical field problems. The next four sections, IV, V, VI and VII, describe in detail the derivation of equations which describe the three-dimensional electrical field about a point source of current in a semi-ininitely long cylindrical cell (section IV), a sphere (section V), a thin infinite plane cell (section VI) and a thick (infinite) plane cell (section VII). In the introduction to each section the parts that are of more interest to the general reader are pointed out.

II. THE ELECTRICAL FIELD AROUND CURRENT SOURCES AND ONE-DIMENSIONAL CABLE THEORY

II.1 The Electrical Field around Current Sources

The shape of the electrical field sufficiently near a small source of electrical current depends primarily on the shape of the source and is independent of the shape of the cell. The shape of the source is determined by the number of dimensions in which the source is described. This follows directly from the definition of a source mathematically (Morse and Feshbach, 1953), but perhaps the above statement can be made more plausible to the general reader by discussing several examples which bear it out.

We will calculate the field produced by simple sources in one, two, and three dimensions, namely the field about a point, line and plane source of current. Since we will only consider the effect of the geometry of the source in determining the electrical field we will consider the source and resultant field to be in a uniformly resistive material.

Point source

The illustration for the point source of current is given in Fig. II.1-1.

Consider a point source of current in a homogeneous material of volume resistivity \( R_v \). Imagine the point source to be at the center of a sphere of radius \( r \) so that the direction of current flow through the surface of the sphere will be normal to that surface and furthermore the current density, and hence the
potential there, will be uniform over that surface. Now consider a second, slightly larger, surrounding the first, with radius \( r + \Delta r \). The potential, \( V \), over

\[
\Delta V = \frac{R_i \Delta r}{A}
\]

where \( A \) is the surface area of a sphere, radius \( r \); i.e.

\[
-\Delta V = \frac{i_0 R_i \Delta r}{4\pi r^2}
\]

where \( i_0 \) is the total current.

Dividing equation (II.1–2) through by \( \Delta r \) and taking the limit as \( \Delta r \to 0 \) we get

\[
-\frac{dV}{dr} = \frac{i_0 R_i}{4\pi r^2}
\]

Hence,

\[
V = -\int_{r'}^{r} \frac{i_0 R_i}{4\pi r^2} dr
\]

where \( r \) is the nearer of two points distance \( r \) and \( r' \) from the point source of current.

\[
V = \frac{i_0 R_i}{4\pi} \left[ \frac{1}{r} - \frac{1}{r'} \right]
\]

If the potential at distance \( r \) from the current source is measured with respect to a distant fixed point \( r' \), so that \( r' \gg r \), then

\[
V = \frac{i_0 R_i}{4\pi r}
\]

that is to say the potential falls off inversely with distance from the point source.
Line source of current.

The potential close to a line source of current in a homogeneous material of resistivity of $R_i$ can be calculated by considering the line source to lie along the longitudinal axis of two concentric cylinders of radius $r$ and $r'$ (see Fig. II.1–2). The current flows uniformly from the line in a direction at right angles to the line, the circumference of either of the two cylinders therefore delineates points which are equal distance from the line. The potential at the distance, $r$, normal to the line source can be calculated by considering a third cylinder concentric about the smaller of the other two but of radius $r + \Delta r$. The current, $i_0$, at a distance $r$ will be associated with a potential $V$, and at a distance $r + \Delta r$ with a potential $V - \Delta V$. Thus there will be a voltage drop, $-\Delta V$, caused by the current flowing through the distance $\Delta r$, that is to say, through the resistance of the thin sheath of material thickness $\Delta r$, which surrounds the first cylinder. The resistance of unit length of this sheath will be $R_i$ divided by the area of the sheath, $2\pi r$, and multiplied by its thickness, $\Delta r$.† The voltage drop $-\Delta V$ will be equal to the product of this resistance and the current flowing through it.

$$-\Delta V = \frac{i_0 \Delta r}{2\pi r} R_i$$  \hspace{1cm} (II.1–7)

Dividing through by $\Delta r$ and taking the limit as $\Delta r \to 0$ we get

$$-\frac{dV}{dr} = \frac{i_0 R_i}{2\pi r}$$  \hspace{1cm} (II.1–8)

Hence $V$ is given by

$$V = -\int_{r'}^r \frac{i_0 R_i \, dr}{2\pi \frac{r'}{r}}$$  \hspace{1cm} (II.1–9)

which when integrated between the limits $r$ and $r'$ gives

$$V = \frac{i_0 R_i}{2\pi} \ln \frac{r'}{r}$$  \hspace{1cm} (II.1–10)

† Our calculation is for a unit length of the infinite cylinder.
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That is to say, the potential falls off *logarithmically* with distance as opposed to *inversely* with distance for a point source. Furthermore, the potential approaches infinity as we approach the line and the point source. This is not surprising since we are forcing a finite current through a source which in each case has no area.

*Plane source of current*

Consider a circle of unit area on the surface of the plane source of current. Current leaving the plane sheet will be directed at right angles to the surface of the plane and will flow into a resistance, imagined as the resistance looking into the end of a slab of unit cross-sectional area. It is clear in this case that since this resistance increases linearly with the thickness of the slab, the potential will fall off linearly with distance. Since the source has area the current density through it is finite and hence, at the source, there is no discontinuity in the potential and the potential does not go to infinity.

II.2. *Steady-state One-dimensional Cable Theory*

In one-dimensional cable theory the electrical potential is assumed to vary in only one dimension so that the direction of current flow in the cable is assumed to be in one direction only, namely, along the longitudinal axis of the cable. In other words, the potential in any one cross-section of the cable is considered constant. The theory treats the inner conductor as a line along which current is flowing, the resistance to the flow of current per unit length of this line, \( r_i \), being equal to the resistance of a unit length of the real conductor of radius, \( a \), and volume resistivity, \( R_i \), i.e. \( r_i = R_i / \pi a^2 \); \( R_i \) in [ohms] [cm\(^{-1}\)].

The inner conductor is enveloped by a semi-insulating sheath and the resultant cylindrical cable is surrounded by an outer conducting sheath, the potential of which does not change with time or distance. The specific resistance, \( R_m \) of the semi-insulating sheath is in [ohms][cm\(^2\)] and the resistance of a unit length of this sheath is \( r_m \) ([ohms][cm]). If the path length from inner to outer conductor through the sheath is of insignificant length, current can be considered to flow across the sheath only in one direction; namely radially. There are three ways in which the current can flow along the inner conductor from its site of injection to complete a circuit by reaching the outer conductor. It can flow (1) through the resistance of the semi-insulating sheath, (2) through the capacitance created by the separation of the inner and outer conductors by the sheath, and (3) through some load that may terminate the cable at a certain distance on either or both sides of the site of injection of current.

This model cable is most closely simulated, biologically, by a nerve fiber where a long thin-walled cylinder of membrane imperfectly insulates an inner conductor of cytoplasm from an outer conductor of electrolyte in which the fiber is immersed. In this case, the fiber membrane is sufficiently thin to be able to neglect its thickness, so that current is considered to flow through it only in a direction at right angles to its surface. The condition that must be
satisfied for one dimensional cable theory to be applicable is that the current inside the cell flows in one direction only, namely down the longitudinal axis of the fiber. However, there are two situations where the direction of current flow obviously must have a radial† as well as a longitudinal component; one situation is in turning to leave the fiber through the membrane and the other is in entering the fiber from some kinds of current source, e.g. a point source. In both cases, deviation between the potential predicted by one-dimensional theory and measured values of the potential will occur, the magnitude of which will depend on the magnitude of the radial compared to the longitudinal component of current flow. Clearly, close to a point source, current will be flowing in all of three dimensions, that is to say, both radially and longitudinally and the deviation referred to above can be large. Voltage gradients develop about the point source of current which drive the current away from the source so that further down the fiber the entire cross-section of the fiber is filled with a uniform flow of current, of constant density in any cross-section. As we shall see, it is these radial voltage gradients near a point source of current which cause the measured potential within the fiber to deviate seriously from the potential predicted by one-dimensional theory. If one were to choose as a current source a disc placed at right angles to the long axis of the fiber and equal to its diameter (Taylor, 1963, pp. 244–6), then this kind of radial voltage gradient and the resulting errors are eliminated. In this case the current leaves the source (i.e. enters the fiber) in one direction, namely longitudinal to the fiber axis. Whether the current then maintains this direction while it leaves the cell depends only on the electrical properties of the membrane and the inner conductor and not on the source. For example, were \( r_m \) so low and/or \( r_i \) so high that most of the injected current left the fiber (via the membrane) within a distance comparable to the diameter of the fiber, then clearly the direction of current flow down the fiber at any point would have a considerable radial component. A consideration of one-dimensional cable theory allows us to assess under what circumstances the current would have to deviate significantly from its assumed one-dimensional pathway in order to leave the fiber.

From one-dimensional cable theory we have

\[
V(x) = V(0)e^{-x/\lambda}
\]

(II.2–1)

where \( V \) is the steady displacement of membrane potential at a distance \( x \) from the site of injection of a steady current \( i_0 \) into one end of a semi-infinitely long cable, and \( \lambda = (r_m/r_i) \). The longitudinal current at any point in the inner conductor at distance \( x \) from the site of injection of current is given by Ohms law, i.e.

\[
i(x) = -\frac{1}{r_i} \frac{dV}{dx}
\]

(II.2–2)

† The direction of current flow in three dimensions in a cylinder is best expressed as three components of direction: one longitudinal, \( x \), another an angle, \( \theta \), and a third a distance, \( r \), in a plane oriented at right angles to the longitudinal axis of the fiber. Thus, current flow in a radial direction, in this case, means in any direction at right angles to the longitudinal axis of the fiber.
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Using equations (II.2–1) and (II.2–2)

\[
i(x) = \frac{V_0}{r_1^\lambda} e^{-x/\lambda} = \frac{V_0}{\sqrt{r_m^2 r_i^2}} e^{-x/\lambda}
\]  

(II.2–3)

\[
i(x) = \frac{V_0}{2R_p} e^{-x/\lambda}
\]  

(II.2–4)

where \( R_p = \frac{1}{2} (r_m r_i)^\lambda \). Therefore, equation (II.2–4) says that if \( i_0 \) is the magnitude of the current injected (i.e. the value of \( i \) at \( x = 0 \)), then at a distance \( x = \lambda \) down the fiber, \( i(x) \) will have a value of \( i(x)/e = 0.37i_0 \). That is to say, a considerable fraction of the current injected, almost two-thirds, will have escaped through the membrane as membrane current.

This distance \( \lambda \) in which most of the longitudinal current has escaped must be large if one-dimensional cable theory is to be applicable, since the condition required by one-dimensional cable theory is that current flows in one direction only, along the longitudinal axis of the fiber. Therefore it is necessary that the value of \( \lambda \) be very much greater than the radius, \( a \), of the fiber. How much greater \( \lambda \) must be than the fiber radius for the predictions of one-dimensional cable theory to be valid within a given error will be found by studying three-dimensional cable theory, which includes the effects of radial current flow.

The analysis of three-dimensional cable theory given later in this paper shows that although the voltage gradients associated with the current turning to leave the fiber through the membrane can become significant, they are always of secondary importance to those voltage gradients which are associated with driving the current away from a point source of current within the fiber. The reason for this is that the circumstance which causes the current to deviate from its predominantly one direction of flow in order to leave the fiber is the same condition which causes the voltage gradients about the current electrode to become comparable with the displacement in the potential gradient across the membrane. This circumstance occurs when the effective length constant becomes comparable with the diameter of the fiber, for instance when the membrane resistance or impedance is low. In this case much of the current leaves the fiber in a distance comparable with the diameter of the fiber, but, more importantly, more current must be injected to produce measurable displacements in the transmembrane potential. Although the magnitude of voltage gradients about the electrode tip is independent of the membrane resistance; they are, however, dependent on the magnitude of the current injected (and the resistivity of the cytoplasm). Thus as the membrane resistance is decreased, two interacting factors cause the voltage gradients about the electrode tip to contribute more and more to the total potential recorded by a voltage electrode situated close to the point of injection of current. The displacement in transmembrane potential caused by a given current flowing through the membrane is decreased and secondly, since more current has to be
injected (to obtain a given displacement of the membrane potential), the voltage
gradients about the current electrode are increased. Thus, these voltage
gradients around the current electrode become important when the membrane
resistance (or impedance) is low, i.e. when the effective length constant is small.

It must be remembered that the length constant is not really a constant
since the effective resistance of the membrane (i.e. its impedance) is a function
of the frequency of the injected current and indeed may depend on the value
of the current. The surface membrane has both capacitive and resistive pro-
erties and when arranged in the form of a simple smooth cylinder, the im-
pedance it presents to the flow of current is that of a resistance in parallel
with a capacitance. For the steady state case where the amount of the current
injected is time invariant, that is to say the transmembrane potential at any
point is constant, the membrane current is purely resistive and the effective
length constant $\lambda$ is given by $(r_m/r_i)^4$, so provided that $\lambda$ is very much greater
than the fiber radius, one-dimensional cable theory is applicable. However, if
the membrane potential at any point is changing, the membrane current has
two components, one capacitive and one resistive, and in this case the spread
of potential is not regulated by $(r_m/r_i)^4$ but by $(z_m/r_i)^2$, where $z_m$ is the mem-
brane impedance given by a complex number. This question is discussed in
more detail in Part B, section III, but here suffice it to say that if alternating
currents are injected, there will be some high frequency of current where the
membrane impedance, $z_m$, is so low that the effective length constant at this
frequency is comparable to the fiber radius $a$; and the measurable values of
$V(x)$ will deviate seriously from those predicted by one-dimensional cable
theory. A similar situation occurs when the membrane potential is changing
in response to a step of injected current. In this case the current and voltage
waveforms are a complex mixture of a large spectrum of frequencies; the
individual amplitudes and phases of the high-frequency components deter-
mine the quickly changing parts of the waveforms and the low-frequency
components determine the slowly changing parts of the waveform. Each fre-
quency corresponds to an effective space constant and since the contribution to
the waveform of the different frequency components is different at different
times, the effective length constant itself is a complex function of time. Thus,
at short times, which correspond to high frequencies, the effective length
constant becomes comparable to the fiber diameter and deviations from one-
dimensional theory are important.

In the expressions for $V(x,t)$ obtained from one-dimensional cable theory,$z_m$ (the a.c. generalization of $r_m$) and $r_i$ are usually considered constant,
though they need not be: these equations are of value even if $z_m$ and $r_i$ are
functions of $V$, $x$ or $t$, provided of course that these functions are known and
that the essential assumption regarding one-dimensional flow of current is
not violated. An example of the use of one-dimensional cable theory, where
$z_m$ at any $x$ is a function of voltage and time, is in the numerical solution of
the Hodgkin–Huxley equations for a propagated action potential (Hodgkin
and Huxley, 1952; Cooley and Dodge, 1966). The current source in this case
would appear as a ring equal in radius to the fiber. One-dimensional cable
theory is not strictly applicable to this case since the effective length constant during much of the action potential is comparable with the fiber radius. Hence, the waveform of the action potential recorded with a microelectrode at a given point down the length of the axon will be found to be a function of the depth of the electrode within the fiber. We shall return to this question later (Part B).

III. SOLUTIONS OF THREE-DIMENSIONAL ELECTRICAL FIELD PROBLEMS FROM SOLUTIONS OF ANALOGOUS HEAT PROBLEMS

III.1. General Discussion

An electrical field problem is one in which the electrical potential varies with position in space. The mathematical statement of the problem necessarily involves a partial differential equation since the quantity of interest, the potential, is a function of more than one dimension and can also be a function of time.

In general, a partial differential equation states the general physical laws relevant to the particular problem; the particular form of the partial differential equation is determined by the coordinates which best take advantage of any symmetry inherent in the particular electrical field of interest. For example, the electric field in a spherical cell is best described by a partial differential equation written in spherical coordinates (radius and angles) whereas a cylindrical cell is described by a system of cylindrical coordinates (a radius, an angle about an axis and a length along the axis). The solution of such a partial differential equation always involves functions appropriate to the geometry. For example, solutions for partial differential equations for spherical coordinates are usually written in terms of "spherical" functions like Legendre polynomials, $P_n$, and spherical Bessel functions, $j_n$, and solutions of partial differential equations with cylindrical coordinates are usually written in terms of cylindrical Bessel functions, $J_n$. There is nothing mysterious about the presence of such higher transcendental functions since just as the sine, cosine, and exponential functions were invented to describe circular problems, so were these other functions invented to describe cylindrical and spherical problems.

One of the essential qualitative features of partial differential equations is that the solution of these equations depends very much on the facts of the particular problem, namely, in the case of electrical field problems, the way field is produced (i.e. its source) and the geometry of the boundary of the field and the laws the field must obey there. The partial differential equation describing an electrical field problem states, in essence, that there is conservation of charge and that charge causes an electric field according to Coulomb's law. These are quite general statements, and must be specialized by the details which define the particular problem, i.e. the boundary conditions. Hence the solution of a partial differential equation depends decisively on the boundary
conditions. Lists of solutions of a given partial differential equation are thus necessarily extensive, covering as they do all sorts of boundary conditions.

An idea of the enormous number of possible solutions of a particular partial differential equation is given in Carslaw and Jaeger's book (Carslaw and Jaeger, 1959) which lists solutions of the partial differential heat equation. In fact, to our knowledge, this is the only equation for which such an extensive listing of analytical solutions has been compiled. It is indeed fortunate that the partial differential equations of the electrical field problems with which we are concerned are special cases of the heat equation. It is understandable, therefore, that we must spend some time describing just how the solutions in Carslaw and Jaeger can be converted into solutions of analogous electrical problems.

However the laws that are relevant to a heat field are basically different from those relevant to an electrical field.† The material in which the heat field exists has both capacity for heat and resistance to the flow of heat within it, whereas the electrical field exists in a space that merely resists the flow of electrical current. From this we should expect that the partial differential equation for heat field problems (equation III.1–1) differs from that for electrical field problems (equation III.1–2).

\[ K \nabla^2 P - C \rho \frac{\partial P}{\partial t} = \text{rate of heat applied per unit volume} \quad (\text{III.1–1}) \]

\[ \frac{1}{R_i} \nabla^2 V = \text{current applied per unit volume} \quad (\text{III.1–2}) \]

In equation (III.1–1) \( P \) is temperature, \( K \) is the heat conductivity ([cal][cm\(^{-1}\)][\(^\circ\text{C}\)[sec\(^{-1}\)]), \( \rho \) is the density of the material ([g][cm\(^{-3}\)]), \( C \) is the specific heat ([cal][g\(^{-1}\)][\(^\circ\text{C}\)[sec\(^{-1}\)]). In equation (III.1–2), \( V \) is the electrical potential, \( R_i \) is the volume resistivity of the conductor ([ohms][cm]).

These equations are statements that the formation of a heat field in matter is governed not only by the heat conductance, \( K \), but also by the heat capacity of the matter, \( \rho C \), whereas only one electrical property of the matter governs the formation of an electrical field, namely the electrical resistivity \( R_i \). We can make the two equations identical by eliminating the term containing the heat capacitance, \( C \), in equation (III.1–1). This is simply done by setting \( \partial P / \partial t = 0 \). That is to say, the steady-state solutions of heat problems can be used to solve steady-state electrical problems. With perhaps only one exception (which we will discuss later), we cannot obtain solutions to non-steady-state electrical problems by using non-steady-state solutions of the heat equation. However, as we shall see (Part B), we can convert steady state solutions of electrical problems into non-steady-state solutions of electrical problems, and hence the steady-state solution of a heat problem is all that we need.

From equations (III.1–1) and (III.1–2) we can see that the heat analog of electrical potential, \( V \), is temperature, \( P \); that of current, the flow of heat;

† At times long compared to the relaxation time of the conductor the relaxation time of electrolyte solutions is much less than a microsecond.
and the analog of electrical resistivity of the conductor, \( R_i \), is the reciprocal of heat conductivity, \( 1/K \). In electrical problems the effects of membrane resistance and capacitance on the formation of the electrical field are described by the equations for the boundary conditions since these membrane elements form a boundary of the field. Hence, the heat analog of membrane resistance in the steady-state electrical problems will be found by comparing the equivalent boundary conditions for the heat and electrical problems.

The boundary conditions appropriate to any of our electrical problems is that the current flowing at right angles to the membrane, in the inner conductor immediately beneath the membrane, is equal to the current leaving through the membrane. Thus the boundary condition is

\[
\frac{1}{R_i} \frac{\partial V}{\partial n} + C_m \frac{\partial V}{\partial t} + \frac{1}{R_m} (V - V_0) = 0
\]  

(III.1-3)

where \( R_i \) (\([\text{ohm}]\text{[cm]}\)) is the volume resistivity of the inner conductor, \( C_m \) is the specific membrane capacitance (\([\text{F}]\text{[cm}^{-2}]\)), \( R_m \) is the specific membrane resistance (\([\text{ohms}]\text{[cm]}^2\)) and \( dV/dn \) is the spatial rate of change (that is, the gradient) of potential in the direction normal to the membrane surface. \( V \) is the potential in the inner conductor and \( V_0 \) the potential just outside. When \( \partial V/\partial t \) is zero, this boundary condition is precisely analogous to the linear heat transfer boundary condition used by Carslaw and Jaeger (which for historical reasons, they call the "radiation" boundary condition).

\[
K \frac{\partial P}{\partial n} + H(P - P_0) = 0
\]  

(III.1-4)

where \( H \) is the surface conductivity. We can see from these two equations (III.1-3) and (III.1-4) that the heat analog of membrane conductivity, \( 1/R_m \) is the surface conductivity, \( H \).

For mathematical convenience we define a constant, \( \Lambda \), such that \( \Lambda = R_m/R_i \). This constant, \( \Lambda \), has units of \([\text{cm}]\) and can be considered as a generalized "space" constant independent of the particular geometry.† The heat equivalent of \( \Lambda^{-1} \) is therefore \( H/K \). In Carslaw and Jaeger \( H/K \) is often renamed, \( h \).

There is perhaps one outstanding exception to the rule that only steady-state solutions of electrical problems can be obtained from solutions of heat problems.

This is the non-steady-state solution for a step of voltage applied to one end of a one-dimensional cable. The heat problem that has the same equation is the case where a step of temperature is applied at one end of a one-dimensional rod of heat conductor (linear flow of heat assumed) where the conductor is losing heat from its surface. Although the mathematics of the two problems are the same, the physics in the two cases is clearly not the same. The material which has the properties of a capacitor (i.e. stores charge) in the

† Although the term "space" might imply that the constant has units of \( \text{cm}^2 \), we use the word merely to distinguish it from the length constant, \( \lambda \), of one-dimensional cable theory.
electrical problem (as applied to a nerve fiber) is the cell membrane, whereas in the heat problem it is the conductor itself which has the capacity to store heat.

The identity of the two solutions is fortuitous. It comes about because, in the heat problem, the heat is lost through an infinitely thin surface which, because it has no mass, has therefore no capacity for heat.

Heat entering any element of the conductor is then either stored in its own capacity or it flows out through the "radiation resistance" of the surface. Therefore, in this particular case, heat flows through a resistor (the heat conductivity of the conductor) into a capacitor and a resistance in parallel (heat capacitance of the conductor and the "radiation resistance" of the surface). The mathematical analogy is thus correct in this unusual case, but the physical analogy is incorrect. Although the heat capacity behaves as though it were in parallel with the radiation resistance it is in fact a physical property not of the surface but of the inner conductor, whereas the electrical capacity and resistance are both properties of the surface membrane.

It is this inseparability of heat capacitance from heat conductivity that prevents us from, in general, using the heat capacity of heat problems as an analog of electrical capacity in electrical problems. A finite heat conductance is always associated with a finite mass of material and hence a finite heat capacitance. Furthermore, this capacitance must always be "charged" with heat through the conductance (resistance). We have therefore no isolatable heat analog of electrical capacity. And for the same reason there is no heat analog of an electrical conductance since the latter has no capacity but only resistance. The different location of the heat and electrical capacity is inherent in the equations that describe the respective fields. The heat capacity is only in the partial differential heat field equation whereas the electrical capacity only appears in the boundary conditions to the electrical field equation. Remembering that heat capacity is responsible for the time dependence of the solutions to the heat equation, we now see why transient solutions of heat problems do not correspond in general to transient solutions of electrical problems.

III.2. Conversion of the Solution of a Heat Problem to the Steady-State Solution of an Electrical Problem

As we have seen, only steady-state solutions of the heat equation, where the heat capacity plays no role, can be used in solving electrical problems. It is necessary, therefore, to convert the transient solutions of the heat equation given in Carslaw and Jaeger (1959) to steady-state solutions. Many of the solutions in Carslaw and Jaeger give the temperature produced not by a step but by an impulse† of heat. It is necessary to change this solution first into that for a step of heat and then determine the steady state. We shall illustrate

†An impulse of heat can be considered as a pulse of heat of very short duration (as short as we wish) but always of sufficient intensity that the total heat is of unit magnitude. The mathematical statement of such an impulse is the delta "function".
this conversion with an electrical problem involving the three-dimensional spread of current in a leaky electrical cable. In later sections dealing with other geometries we shall simply state the conversion.

The physiological analog of the electrical case is that of a nerve fiber which is idealized as a circular cylinder, the interior of which is filled with a material of uniform resistivity and the exterior of which is assumed to be isopotential. The cylindrical fiber is of radius \( a \); the electrodes are points and separated by the circumferential angle \( \theta \) and the axial distance \( x \) (Fig. IV. 1-1).

We wish to calculate the steady displacement of membrane potential \( V(x, \theta, t) \) at any point caused by a steady current, \( i_0 \), applied by one electrode. This solution can be found from the solution of the corresponding heat conduction problem with the appropriate boundary condition referred to above. This heat problem is that of the distribution of temperature in a cylinder which is losing heat by "radiation" at the surface, heat being steadily applied at a point in the cylinder. The solution of the heat problem with the same geometry for an instantaneous, impulse, source of heat is presented in Carslaw and Jaeger (1959), p. 378, equation 7, and is reproduced in section IV.

The first step in finding the solution to the electrical problem is thus to convert Carslaw and Jaeger's solution (here called \( p(x, \theta, t) \)) for an impulse source of heat applied at a point to the solution for a step function of heat applied at a point (the latter solution being called \( P(x, \theta, t) \)). The solution for a steady source of heat is then found by computing the "final" steady-state temperature produced by a step function of heat applied at a point. The solution for a steady source of heat is given by \( P(x, \theta) \equiv \lim_{t \to \infty} P(x, \theta, t) \).

The transient solution to a step function of heat \( P(x, \theta, t) \), giving the temperature \( P \) as a function of time from the beginning of a step of heat is found using the solution for an impulse of heat, by simulating a step of heat with a continuous series of impulses. The first calculation necessary consists of computing the temperature found at time, \( t \), after an impulse of heat which had occurred previously at time, \( \tau \). The second step is to sum the temperatures produced by a continuous sequence of such impulses, the first impulse being at time \( \tau = 0 \) and the last \( \tau = t \). The temperature found at time \( t \), after one impulse of heat had occurred previously at time \( \tau \), is \( p(x, \theta, t - \tau) \), and the sum (i.e. the integral) of the temperatures contributed by all these impulses gives the temperature \( P(x, \theta, t) \) resulting from a step function of heat.

\[
P(x, \theta, t) = \int_{0}^{t} p(x, \theta, t - \tau)(-d\tau) \quad (III.2-1)
\]

The temperature produced by a steady source of heat is then

\[
P(x, \theta) = \lim_{t \to \infty} P(x, \theta, t) = \int_{0}^{\infty} p(x, \theta, t - \tau)(-d\tau) \quad (III.2-2)
\]
IV. THE CYLINDRICAL CELL

In this section the equations describing the spread of potential in a cylindrical nerve or muscle fiber are derived and a practical form of this solution is developed. Computations of the spread of potential for electrodes at different positions are presented in tabular and graphic form. The reader who is primarily interested in the results should go to the sub-section entitled Computations of the Spread of Potential and trust that we have made the derivation and computation correctly.

The equation describing the displacement of membrane potential produced by a step of current injected at a point inside a cylindrical fiber has been stated by Falk and Fatt (1964) in conjunction with their analysis of the input impedance of muscle fibers at high frequencies. This solution will be derived here from the solution of a related problem of heat conduction. The solution is found to be impractical, however, since it involves the roots, which have not been tabulated, of an expression containing Bessel functions (see equation IV. 1–15). Nevertheless, if the length constant, \( \lambda \), is at least as large as the fiber diameter, these roots will be shown to be closely approximated by the well tabulated roots of the derivatives of Bessel functions. Expressions for the error in this approximation are given. With this approximation the computation of the displacement of the membrane potential as a function of position becomes much easier. This computation shows that the potential at any point can be written as the sum of two terms, the first is the familiar, one-dimensional, cable term and the second describes the steep rise of transmembrane potential around a point source of current. The latter term is quite independent of the particular properties of the fiber membrane, that is to say, it only depends on the size of the fiber and the position of the electrodes. The first term, however, depends on the specific membrane resistance, so the relative importance of the second term depends on the membrane properties, and is greatest, as expected, when the length constant is small.

IV.1. Solution of the Three-dimensional Cable Equation

Figure IV.1–1 shows the geometry of the system of interest if the nerve is idealized as a circular cylinder, the interior of which is filled with material of
uniform resistance and the exterior of which is assumed to be isopotential. The cylindrical fiber is of radius \( a \); the points within the fiber at which the current is injected and the potential recorded are separated by the circumferential angle \( \theta \), and the axial distance \( x \). The distance of these points from the axis of the fiber is \( r' \) and \( r \). The equations describing the spread of potential in any linear symmetrical system are also symmetrical in \( r \) and \( r' \). That is to say, it is irrelevant whether \( r \) or \( r' \) refers to the position of the point source of current or the position of the point of potential measurement. The volume resistivity of the interior of the fiber is \( R_i \) ([ohm][cm]), and hence the resistance (to longitudinal current flow) of a unit length of the interior of the fiber is \( r_i = R_i/\pi a^2 \) ([ohms][cm\(^{-1}\)]). With regard to the resistive properties of the membrane, it would seem natural to describe them in terms of the volume resistivity of the membrane material. However, the effective thickness of the membrane is not known and hence it is both conventional and sensible to describe the resistive properties of the membrane in terms of a specific resistance, namely the resistance (to radial current flow) of 1 cm\(^2\) of membrane—\( R_m \)([ohms][cm\(^2\)])—so that the resistance of the membrane of a unit length of fiber is \( r_m = R_m/2\pi a \) ([ohms][cm]). The d.c. length constant, \( \lambda \) [cm] is given by \( \sqrt{r_m/r_i} \).

We wish to calculate the displacement of potential \( V(x, \theta) \) at any point within the cell caused by a steady current, \( i_0 \), applied at another point within the cell. This solution can be found from the solution to the corresponding heat conduction problem in the way that we described in the previous section.

The temperature produced by a steady source of heat was found to be given by

\[
P(x, \theta) = \lim_{t \to \infty} P(x, \theta, t) = \int_0^\infty p(x, \theta, t - \tau)(-d\tau)
\]

(IV.1-1)

Using the appropriate solution from Carslaw and Jaeger (equation 7, p. 378) for an impulse of heat, we have for \( P(x, \theta) \), where \( \kappa = K/\rho C \)

\[
P(x, \theta) = \frac{1}{2\pi a^2} \sum_{n = -\infty}^{n = +\infty} \cos n\theta \sum_a \frac{\alpha^2 J_a(a r) J_a(a r')}{\left[ a^2 + h^2 - n^2/a^2 \right] J_a^2(ax)} \int_0^\infty e^{-\frac{x^2}{4\kappa(t-\tau)}} e^{-\kappa a^2(t-\tau)} \sqrt{\pi\kappa(t-\tau)} (-d\tau)
\]

(IV.1-2)

where \( ax \) is each positive number for which the following equation is true.

\[
\alpha J'_a(ax) + h J_a(ax) = 0
\]

(IV.1-3)

The above integration can be performed using a table of Laplace transforms to compute definite integrals. This trick is quite useful since extensive tables
of Laplace transforms are available. This is illustrated by first recognizing that equation (IV.1–2) is of the form

\[ P(x, \theta) = C(x, \theta, r, r') \int_0^\infty f(T) e^{-sT} dT \]  

(IV.1–4)

where \( f(T) = \left[ \pi \kappa T \right]^{-\frac{1}{2}} \exp \left[ -x^2/4\kappa T \right] \)  

(IV.1–5)

\( C \) is a constant, \( T = t - \tau \); \( dT = -d\tau \) since \( t \) does not vary during this integration) and \( s = \kappa \tau^2 \). By definition the integral in equation (IV.1–4) is the Laplace transform of \( f(T) \), which for this particular \( f(T) \) is listed by Roberts and Kaufmann (1966) as equation 3.2.6. on p. 22 and is reproduced below in a slightly modified form.

\[ \int_0^\infty t^{-\frac{1}{2}} e^{-s(\pi t/\kappa)} e^{-s \tau} d\tau = \pi^{\frac{1}{2}} \kappa^{-\frac{1}{2}} e^{-\frac{x^2}{4\kappa s}} \]  

(IV.1–6)

In terms of heat problem variables, and noting \( \alpha = x^2/\kappa \),

\[ \frac{1}{\pi^{\frac{1}{2}} \kappa^{\frac{1}{2}}} \int_0^\infty T^{-\frac{1}{2}} e^{-x^2/4\kappa T} e^{-s^2 \kappa T} dT = \frac{1}{\pi^{\frac{1}{2}} \kappa^{\frac{1}{2}}} \left[ \pi^{\frac{1}{2}} \kappa^{-\frac{1}{2}} e^{-\frac{x^2}{4\kappa s}} \right] \]  

(IV.1–7)

\[ = \kappa^{-1} \alpha^{-1} e^{-\alpha x} \]  

(IV.1–8)

Substituting (IV.1–8) in (IV.1–2) we get

\[ P(x, \theta) = \frac{1}{2\pi \alpha^2} \sum_{n=-\infty}^{n=\infty} \cos n\theta \sum_{\alpha} \frac{\alpha^2 \kappa^{-1} \alpha^{-1} e^{-\alpha x} J_n(\alpha r) J_n(\alpha r')}{J_n^2(\alpha x)} \]  

(IV.1–9)

Rearranging,

\[ P(x, \theta) = \frac{1}{2\pi \kappa} \sum_{n=-\infty}^{n=\infty} \cos n\theta \sum_{\alpha} \frac{\alpha e^{-\alpha x}}{\alpha^2 a^2 + h^2 + a^2 h^2} \frac{J_n(\alpha r) J_n(\alpha r')}{J_n^2(\alpha x)} \]  

(IV.1–10)

Now on exchanging heat variables for the equivalent electrical variables,

\( K = R_i^{-1}, \ h = R_i/R_m = a/2\lambda^2, \) and letting \( \beta = \alpha x, \) we get\(^\dagger\)

\[ V(x, \theta) = \frac{i_o R_i}{2\pi a} \sum_{n=-\infty}^{n=\infty} \cos n\theta \sum_{\beta} \frac{\beta e^{-\beta x/a}}{\beta^2 - n^2 + \frac{1}{4}(a/\lambda)^2} \frac{J_n(\beta r/a) J_n(\beta r'/a)}{J_n^2(\beta)} \]  

(IV.1–11)

\(^\dagger\)The variable \( i_o \) appears in equation (IV.1–11), whereas no equivalent variable appeared in the heat equation since for simplicity we assumed a heat source of unit strength. Furthermore, because of the way Carslaw and Jaeger define their unit source (see p. 256, footnote), the heat solution has been divided by \( \rho C \).
Substituting $\pi a^2 r_i$ for $R_i$,

\[
V(x,\theta) = \frac{i_o r_i a}{2} \sum_{n=\pm \infty} \cos n\theta \sum_{\beta} \frac{\beta e^{-\beta x/a} J_n(\beta r/a) J_n(\beta' r'/a)}{\beta^2 - n^2 + \frac{1}{4}(a/\lambda)^2} J_n^2(\beta)
\]  

(IV.1–12)

Similarly in the root equation (IV.1–3) we substitute for the heat variable, $h$, the electrical equivalent, $R_i/R_m$, and let $\beta = ax$. Then, equation (IV.1–3), rearranged, becomes

\[
\beta \frac{J_n'(\beta)}{J_n(\beta)} = -a \frac{R_i}{R_m}
\]  

(IV.1–13)

but since

\[
\lambda = \sqrt{r_m/r_i} = \sqrt{\frac{R_m a}{2R_i}}
\]

we see that

\[
\frac{R_m}{R_i} = \frac{2\lambda^2}{a}
\]  

(IV.1–14)

Substituting in equation (IV.1–13) we get the root equation

\[
\beta \frac{J_n'(\beta)}{J_n(\beta)} = -\left[\frac{a^2}{2\lambda^2}\right]
\]  

(IV.1–15)

Note equation (IV.1–15) defines $\beta$ as all those positive numbers for which the equation is true, i.e. the $\beta$'s are the roots of the equation.

In these equations $J_n$ is a Bessel function of the first kind, order $n$ (Abramowitz and Stegun, 1967), and the prime denotes differentiation with respect to the entire argument of the Bessel function, here $\beta$. For the case where the electrodes are situated just below the membrane, i.e. $r = r' = a$, equation (IV.1–12) simplifies

\[
V(x,\theta) = \frac{i_o r_i a}{2} \sum_{n=\pm \infty} \cos n\theta \sum_{\beta} \frac{\beta e^{-\beta x/a}}{\beta^2 - n^2 + \frac{1}{4}(a/\lambda)^2}
\]  

(IV.1–16)

IV.2. Determination of a Convenient Expression for the Roots

The solution, equation (IV.1–12), cannot be used unless the roots of equation (IV.1–15) can be evaluated. Since these roots are inadequately tabulated (Carslaw and Jaeger, 1959, p. 493) they must be evaluated by some numerical method, such as Newton's method or by inverse interpolation from tables (Onoe, 1958, can be used if the roots are real), or approximated by known functions. Furthermore, since the roots depend on the properties of the fiber,
i.e. on \(a/\lambda\), the numerical process would have to be repeated for each \(a/\lambda\) of interest. We will see that only one root, the “dominant” root (the smallest root for \(n = 0\)) can be approximated by a simple function. However, it is possible to show for the case where \(a/\lambda\) is smaller than \(0.5\); the other roots of equation (IV.1–15) become quite independent of \(a/\lambda\) and can be closely approximated by well-tabulated roots, so that it becomes easy to use the solution (IV.1–12) in a variety of cases of interest.

Recently, numerical evaluations of the roots \(\beta\) have been performed (Adrian, Costantin, and Peachey, 1969). We have been able to check our approximations and to correct several errors thanks to the generosity of L. D. Peachey, who has made the results of his computations available to us.

The development of this approximation begins with a consideration of equation (IV.1–15). When \(a/\lambda\) is small, the R.H.S of this equation becomes small and hence the roots, \(\beta\), of this equation approach those of this equation with the right-hand member zero. That is to say, the roots \(\beta\), of equation (IV.1–15) when \(a/\lambda \to 0\), approach the roots, \(z_0\), of the equation \(F_n(z) = 0\), where \(F_n(z)\) is defined as

\[
F_n(z) = z \frac{J'_n(z)}{J_n(z)} \quad \text{(IV.2–1)}
\]

The roots, \(z_0\), are defined then by the expression:

\[
F_n(z_0) = z_0 \frac{J'_n(z_0)}{J_n(z_0)} = 0 \quad \text{(IV.2–2)}
\]

Now \(F_n(z) = 0\) when either \(J'_n(z) = 0\) or \(J_n(z) = \infty\). Since \(J_n(z)\) is never infinite (for \(z > 0\)), \(F_n(z)\) is 0 only when \(J'_n = 0\). That is the roots of the equation \(F_n(z) = 0\) are the roots of the equation \(J'_n(z) = 0\). These roots \(z_0\), are of course independent of the particular value of \(a/\lambda\), for they are the roots of the equation \(F_n(z) = 0\), which equation does not include any membrane properties.

In order to examine how well the roots \(z_0\) approximate the roots \(\beta\) used in the solution of equation (IV.1–15), the distinction between these roots must be kept clearly in mind. The roots \(z_0\) are those numbers that satisfy the equation \(F_n(z) = 0\) and would be identical to the roots of equation (IV.1–15) were the right-hand member of that equation zero. However, the roots \(\beta\), are the roots of equation (IV.1–15) in which the right-hand member is not zero, in fact the roots \(\beta\) are the positive numbers which satisfy the equation \(F_n(\beta) = -0.5(a/\lambda)^2\). The two sets of roots clearly coincide if \(a/\lambda = 0\). Moreover, if the right-hand side of equation (IV.1–15) is sufficiently small, the numbers \(z_0\) become a good approximation to the roots of equation (IV.1–15).

We must now determine just how small \(a/\lambda\) must be to make this approximation satisfactory. For this purpose, it is convenient to develop an expression which gives the value of \(F_n(z)\) when \(z\) is close to \(z_0\); \(F_n(z)\) is therefore

\[\text{The factor } z \text{ in the numerator of equation (IV.2–1) has not been ignored; } z = 0 \text{ is also a root of } J'_n(z).\]

\[\text{Since } F_n(z) \text{ is a continuous function for the range of } z \text{ of interest.}\]
close to zero. This expression can then be substituted into equation (IV.2-1) to show just how much \( z \) must be adjusted from \( z_0 \) to make \( F_n(z) = -0.5 (a/\lambda)^2 \). If \( z \) must be adjusted less than 2\% to satisfy this equation (for a certain \( a/\lambda \)), the roots \( z_0 \) are considered to be a sufficiently accurate approximation to the root \( \beta \), for that and smaller values of \( a/\lambda \).

If the difference between the root \( z_0 \) and \( \beta \) is called \( h \) (i.e., \( h = \beta - z_0 \)) the required expression is given with sufficient accuracy by the first term of the Taylor expansion of \( F_n(z) \) around its root \( z_0 \).

\[
F_n(\beta) = F_n(z_0 + h) = F_n(z_0) + hF_n'(z_0) + \ldots \quad (IV.2-3)
\]

Substitution of the explicit expression for \( F_n'(z_0) \) (see section IV.6) into equation (IV.2-3) and then into (IV.1-15) gives an expression for how far \( \beta \) is from \( z_0 \)

\[
\frac{\beta - z_0}{z_0} = \frac{h}{z_0} = \frac{0.5(a/\lambda)^2}{z_0} = \frac{1}{z_0^2} - \frac{1}{n^2} \quad (IV.2-4)
\]

The fractional difference between the two roots \( \beta \) and \( z_0 \), \( h/z_0 \), depends on the properties of the fiber (i.e. \( a/\lambda \)), the order, \( n \), of the function, and the value of the root \( z_0 \). The fractional error is largest (for given fiber properties) when \( z_0 \) is the smallest root of \( J_n(z) \) with \( n = 1 \), i.e. when \( z_0 \approx 1.841 \). This root is named \( j_{1,1} \) in the standard nomenclature for the roots of Bessel functions (Olver, 1960). Under these conditions when the length constant is greater than two fiber diameters \( (a/\lambda < 0.25) \), the fractional difference between \( \beta \) and \( z_0 \) is less than 2\%. Even when the length constant equals one diameter \( (a/\lambda = 0.5) \) the error is less than 6\%. Higher order roots (i.e. larger roots) of equation (IV.1-15) are much better approximated by the corresponding roots, \( z_0 \).

The above discussion shows the closeness of the roots \( \beta \) and \( z_0 \) for all conditions under which the Taylor expansion (IV.2-3) is valid. However, the expansion fails to approximate the "dominant" root of equation (IV.1-15), namely the smallest root when \( n = 0 \), since it fails to describe the function \( F_0(z) \) if \( z \) is very small when \( n = 0 \). A suitable expansion for \( F_0(z) \) in this region can be developed from a similar expression in Onoe (1958) (equation 3.16). For small \( z \)

\[
F_0(z) = -\frac{z^2}{2} - \frac{z^4}{8} - \ldots \quad (IV.2-5)
\]

Neglecting all but the first term of equation (IV.2-5) and substituting that term into equation (IV.1-15), gives the expression for the dominant root;

\[
\beta = \frac{a}{\lambda} \quad (IV.2-6)
\]

This expression is accurate within 2\% as long as the length constant, \( \lambda \), is greater than one fiber diameter.
The dominant root (given by equation IV.2–6) clearly has a different physical significance from the other roots, since it alone depends on the properties of the fiber (to the accuracy implicit in the approximations). Substitution of this root $\beta = \alpha / \lambda$ into the appropriate term $(n = 0)$ of the solution (IV.1–12) and neglecting the term $0.25 (\alpha / \lambda)^4$ in the denominator enables the “dominant” term of the solution to be calculated.

$$\frac{1}{2} r_1 r_1 \lambda \alpha e^{-x / \lambda} = \frac{1}{2} r_0 (r_\alpha r_\beta)^4 \alpha e^{-x / \lambda} \quad \text{(IV.2–7)}$$

The second factor, $Q$, in this “dominant” term is given by equation (IV.2–8) and approximates unity as we shall see below. Since the dominant root is equal to $\alpha / \lambda$,

$$Q = \frac{J_0(\beta r / \alpha) J_0(\beta r' / \alpha)}{J_0(\alpha / \lambda)^2} = \frac{J_0(\alpha / \lambda)^2}{J_0(\alpha / \lambda)} \quad \text{(IV.2–8)}$$

Because $r / \alpha < 1$, $r' / \alpha < 1$ and $\alpha / \lambda < 0.25$, the argument of the Bessel functions is sufficiently small that a Taylor expansion can be used.

$$\frac{J_0\left(\frac{a r}{\lambda a}\right) J_0\left(\frac{a r'}{\lambda a}\right)}{J_0\left(\frac{a}{\lambda}\right)} \approx \left[1 - \frac{1}{4} \left(\frac{a r}{\lambda a}\right)^2\right] \left[1 - \frac{1}{4} \left(\frac{a r'}{\lambda a}\right)^2\right] \quad \text{(IV.2–9)}$$

This expression is very close to unity for the range of $r$, $r'$ and $\lambda$ of interest (within $1\%$). Thus, the “dominant” term described in equation IV. 2–7 is simply the classical expression which describes the one-dimensional spread of current.

The other roots determine the correction of the classical expression necessary to describe the steep rise of potential near a point source of current.

### IV.3 Computation of the Spread of Potential

The solution, (equation IV.1–12), can now be rewritten using the approximation of the roots described above

$$V(x, \theta) = 0.5 r_0 i_0 a [L(x) + S(x, \theta)] \quad \text{(IV.3–1)}$$

where $L$ and $S$ represent the spatial decrement of potential caused, respectively, by one-dimensional and three-dimensional spread of current and are given by

$$L(x) \equiv \frac{\alpha}{\lambda} e^{-x / \lambda} \quad \text{(IV.3–2)}$$

$$S(x, \theta) \equiv \sum_{n = -\infty}^{n = \infty} \sum_{s = 1}^{s = \infty} A_n^s \cos n \theta \exp \left[-j_n s \left(\frac{x}{a}\right)\right] \quad \text{(IV.3–3)}$$
where

\[ A^*_{n,s} = A_{n,s} \frac{J_n\left(j_{n,s} \cdot \frac{r}{a}\right)}{J_n(j_{n,s})} \cdot \frac{J_n\left(j_{n,s} \cdot \frac{r'}{a}\right)}{J_n(j_{n,s})} \]  \hspace{1cm} (IV.3-4)

where

\[ A_{n,s} \equiv \frac{j_{n,s}}{j_{n,s} - n^2} \]  \hspace{1cm} (IV.3-5)

The roots \( z_0 \) have been renamed here in order to place them in a systematic array in the conventional manner. The symbol \( j_{n,s} \) represents the \( s \)th root (in order of increasing magnitude) of the function \( J'_n(z) \). These roots are extensively tabulated in Olver (1960). Some of the roots \( j_{n,s} \) and the coefficients, \( A_{n,s} \), are given in Table 1; this table greatly facilitates the calculation of potential as a function of position. In each box in this table there are two numbers, the lower is \( j_{n,s} \), the upper is \( A_{n,s} \). The value of \( n \) and \( s \) for each box is indicated across the top of the table and down the side respectively.

Some discussion of the accuracy of equations (IV.3-1, 2, 3, 4, 5) is necessary. The term 0.25 \((a/\lambda)^4\) does not appear in the denominator of equation (IV.3-5) since for \((a/\lambda) < 0.25\) the term is negligible. For finite electrode separation (i.e. \( x \neq 0 \)), the error in the solution caused by the approximate nature of the roots is hardly larger than the largest error in any root, since the sum converges rapidly. Thus this solution is thought to be quite accurate whenever the length constant is greater than two fiber radii, and is considered reasonably accurate when the length constant is greater than one fiber radius.

**IV.4. Plots of the Spread of Potential**

We will first discuss the case where the tips of the microelectrodes are just beneath the membrane since all of the qualitative effects of the three-dimensional spread of current are illustrated by this case. Moreover, at least with larger fibers (frogs, skeletal muscle and invertebrate nerve), this is the most likely position of the electrode tips since it seems unlikely that the electrode could penetrate more than a small fraction of the fiber radius without causing a large leakage. For this case, equations (IV.3-1, 2, 3, 4, 5) are applicable, the equations being simplified by setting \( r = r' = a \).

**IV.4a Both electrode tips just beneath the membrane.**

Computations of the value of \( V \) for various values of \( x, \theta, \) and \( \lambda / a \) using equations (IV.3-1, 2, 3, 4, 5) have been made. The general reader would be most interested in the size of the correction term for the three-dimensional spread of current, \( S \), relative to the size of the one-dimensional term, \( L \), in equation (IV.3-1). If \( \lambda \gg a \) then the correction term, \( S \), will be small relative to that of the one-dimensional term \( L \). However, it must be remembered in
<table>
<thead>
<tr>
<th>n =</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(A_{0,0} = 0)</td>
<td>0.7704</td>
<td>0.5732</td>
<td>0.4857</td>
<td>0.4332</td>
<td>0.3970</td>
<td>0.3701</td>
<td>0.3490</td>
<td>0.3318</td>
<td>0.3175</td>
<td>0.3053</td>
</tr>
<tr>
<td></td>
<td>(j_{0,0} = 0)</td>
<td>1.8412</td>
<td>3.0542</td>
<td>4.2012</td>
<td>5.3175</td>
<td>6.4156</td>
<td>7.5013</td>
<td>8.5778</td>
<td>9.6474</td>
<td>10.7114</td>
<td>11.7709</td>
</tr>
<tr>
<td>2</td>
<td>0.2610</td>
<td>0.1944</td>
<td>0.1637</td>
<td>0.1451</td>
<td>0.1323</td>
<td>0.1228</td>
<td>0.1154</td>
<td>0.1094</td>
<td>0.1044</td>
<td>0.1001</td>
<td>0.0964</td>
</tr>
<tr>
<td>3</td>
<td>0.1425</td>
<td>0.1188</td>
<td>0.1045</td>
<td>0.0948</td>
<td>0.0876</td>
<td>0.0820</td>
<td>0.0775</td>
<td>0.0737</td>
<td>0.0706</td>
<td>0.0678</td>
<td>0.0655</td>
</tr>
<tr>
<td>4</td>
<td>0.0983</td>
<td>0.0861</td>
<td>0.0777</td>
<td>0.0716</td>
<td>0.0668</td>
<td>0.0630</td>
<td>0.0599</td>
<td>0.0572</td>
<td>0.0549</td>
<td>0.0529</td>
<td>0.0511</td>
</tr>
<tr>
<td>5</td>
<td>0.0751</td>
<td>0.0676</td>
<td>0.0621</td>
<td>0.0579</td>
<td>0.0545</td>
<td>0.0517</td>
<td>0.0493</td>
<td>0.0473</td>
<td>0.0455</td>
<td>0.0439</td>
<td>0.0425</td>
</tr>
<tr>
<td>6</td>
<td>0.0607</td>
<td>0.0557</td>
<td>0.0518</td>
<td>0.0487</td>
<td>0.0461</td>
<td>0.0439</td>
<td>0.0421</td>
<td>0.0405</td>
<td>0.0401</td>
<td>0.0383</td>
<td>0.0405</td>
</tr>
<tr>
<td>7</td>
<td>0.0510</td>
<td>0.0474</td>
<td>0.0445</td>
<td>0.0421</td>
<td>0.0401</td>
<td>0.0383</td>
<td>0.0364</td>
<td>0.0345</td>
<td>0.0327</td>
<td>0.0309</td>
<td>0.0301</td>
</tr>
<tr>
<td>8</td>
<td>0.0439</td>
<td>0.0412</td>
<td>0.0390</td>
<td>0.0364</td>
<td>0.0340</td>
<td>0.0317</td>
<td>0.0294</td>
<td>0.0271</td>
<td>0.0248</td>
<td>0.0225</td>
<td>0.0202</td>
</tr>
<tr>
<td></td>
<td>22.7601</td>
<td>24.3113</td>
<td>25.8260</td>
<td>27.3307</td>
<td>28.8354</td>
<td>30.3401</td>
<td>31.8448</td>
<td>33.3495</td>
<td>34.8542</td>
<td>36.3589</td>
<td>37.8636</td>
</tr>
<tr>
<td>$s$</td>
<td>$n$</td>
<td>11</td>
<td>12</td>
<td>13</td>
<td>14</td>
<td>15</td>
<td>16</td>
<td>17</td>
<td>18</td>
<td>19</td>
<td>20</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
<td>-------</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>0.2947</td>
<td>0.2854</td>
<td>0.2772</td>
<td>0.2698</td>
<td>0.2631</td>
<td>0.2570</td>
<td>0.2514</td>
<td>0.2463</td>
<td>0.2416</td>
<td>0.2372</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>0.0932</td>
<td>0.0904</td>
<td>0.0878</td>
<td>0.0856</td>
<td>0.0835</td>
<td>0.0816</td>
<td>0.0798</td>
<td>0.0782</td>
<td>0.0767</td>
<td>0.0753</td>
</tr>
<tr>
<td>3</td>
<td></td>
<td>0.0634</td>
<td>0.0615</td>
<td>0.0598</td>
<td>0.0583</td>
<td>0.0569</td>
<td>0.0556</td>
<td>0.0544</td>
<td>0.0533</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>21</td>
<td>0.4309</td>
<td>0.22693</td>
<td>0.238194</td>
<td>0.250020</td>
<td>0.261778</td>
<td>0.273474</td>
<td>0.285114</td>
<td>0.296701</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>0.0496</td>
<td>0.0482</td>
<td>0.0469</td>
<td>0.0457</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>25</td>
<td>0.0085</td>
<td>0.262460</td>
<td>0.274743</td>
<td>0.286943</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
this connection that the effective space constant (see Part B: the a.c. case) varies not only with \( R_m \) but with the rate of change of potential as well.

\[
\frac{L + S}{L}
\]

### Table 2. Factor by which Voltage Predicted by One-dimensional Theory must be Multiplied to Give Voltage Predicted by Three-dimensional Theory

<table>
<thead>
<tr>
<th>( \lambda/a )</th>
<th>( x/a )</th>
<th>0·25</th>
<th>0·5</th>
<th>0·75</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \theta^* )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2·0</td>
<td>0</td>
<td>2·81</td>
<td>1·78</td>
<td>1·44</td>
<td>1·27</td>
<td>1·06</td>
</tr>
<tr>
<td></td>
<td>5·6</td>
<td>2·67</td>
<td>1·76</td>
<td>1·43</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>11·3</td>
<td>2·36</td>
<td>1·70</td>
<td>1·41</td>
<td>1·26</td>
<td></td>
</tr>
<tr>
<td></td>
<td>22·5</td>
<td>1·79</td>
<td>1·53</td>
<td>1·35</td>
<td>1·23</td>
<td></td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>1·22</td>
<td>1·22</td>
<td>1·18</td>
<td>1·14</td>
<td>1·04</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>0·83</td>
<td>0·89</td>
<td>0·94</td>
<td>0·96</td>
<td>1·00</td>
</tr>
<tr>
<td></td>
<td>135</td>
<td>0·70</td>
<td>0·76</td>
<td>0·82</td>
<td>0·87</td>
<td>0·96</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>0·66</td>
<td>0·73</td>
<td>0·79</td>
<td>0·84</td>
<td>0·95</td>
</tr>
<tr>
<td>4·0</td>
<td>0</td>
<td>1·85</td>
<td>1·34</td>
<td>1·18</td>
<td>1·11</td>
<td>1·02</td>
</tr>
<tr>
<td></td>
<td>5·6</td>
<td>1·79</td>
<td>1·33</td>
<td>1·18</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>11·3</td>
<td>1·64</td>
<td>1·31</td>
<td>1·17</td>
<td>1·10</td>
<td></td>
</tr>
<tr>
<td></td>
<td>22·5</td>
<td>1·37</td>
<td>1·23</td>
<td>1·14</td>
<td>1·09</td>
<td></td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>1·10</td>
<td>1·10</td>
<td>1·07</td>
<td>1·05</td>
<td>1·01</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>0·92</td>
<td>0·95</td>
<td>0·97</td>
<td>0·99</td>
<td>1·00</td>
</tr>
<tr>
<td></td>
<td>135</td>
<td>0·86</td>
<td>0·90</td>
<td>0·93</td>
<td>0·95</td>
<td>0·99</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>0·84</td>
<td>0·88</td>
<td>0·91</td>
<td>0·94</td>
<td>0·99</td>
</tr>
<tr>
<td>10·0</td>
<td>0</td>
<td>1·33</td>
<td>1·13</td>
<td>1·06</td>
<td>1·04</td>
<td>1·01</td>
</tr>
<tr>
<td></td>
<td>5·6</td>
<td>1·30</td>
<td>1·12</td>
<td>1·06</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>11·3</td>
<td>1·25</td>
<td>1·11</td>
<td>1·06</td>
<td>1·03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>22·5</td>
<td>1·14</td>
<td>1·09</td>
<td>1·05</td>
<td>1·03</td>
<td></td>
</tr>
<tr>
<td></td>
<td>45</td>
<td>1·04</td>
<td>1·04</td>
<td>1·03</td>
<td>1·02</td>
<td>1·00</td>
</tr>
<tr>
<td></td>
<td>90</td>
<td>0·97</td>
<td>0·98</td>
<td>0·99</td>
<td>1·00</td>
<td>1·00</td>
</tr>
<tr>
<td></td>
<td>135</td>
<td>0·95</td>
<td>0·96</td>
<td>0·97</td>
<td>0·98</td>
<td>1·00</td>
</tr>
<tr>
<td></td>
<td>180</td>
<td>0·94</td>
<td>0·96</td>
<td>0·97</td>
<td>0·98</td>
<td>1·00</td>
</tr>
</tbody>
</table>

Voltage predicted by one-dimensional theory, \( V^*(x) \), is given by:

\[
V^*(x) = \frac{i_0}{2} \sqrt{\frac{R_m R_e}{\pi}} e^{-x/a}
\]

Voltage predicted by three-dimensional theory, \( V(x, \theta) \), both electrodes just beneath the membrane, is given by:

\[
V(x, \theta) = \text{factor listed } \times V^*(x)
\]

Table 2 lists numbers for certain values of \( x, \theta, \) and \( \lambda/a \) which are correction factors by which the potential calculated from one-dimensional cable theory must be multiplied to give the potential calculated from three-dimensional cable theory. It will be seen that correction factors for short length constants (e.g. \( \lambda/a = 2·0 \)) are enormous, especially with small electrode separation and
Fig. IV.4–1. Plots of the circumferential displacement of transmembrane potential at various distances, $x/a$, along the longitudinal axis away from the current electrode. In each drawing in this figure, the inner circle represents the fiber in cross-section at a given distance, $x/a$, indicated in each drawing. The radial distance from the circumference of the inner circle to the dashed circle represents the displacement in transmembrane potential calculated from one-dimensional cable theory. The radial distance from a point on the circumference of the inner circle to the outer dotted curve represents the displacement in the true transmembrane potential as calculated from three-dimensional cable theory. Both electrodes just beneath the surface, $r = r' = a$; $\lambda/a = 2.0$. 
are by no means insignificant even when $\lambda/a = 10$ if the electrode separation is small. Some of the data from Table 2 is used in Fig. IV.4-1. In each drawing in this figure, the inner circle represents the fiber in cross-section at a given distance (indicated in each drawing) away from the point of injection of current. The radial distance from the circumference of the inner circle to the outer dashed circle represents the membrane potential as calculated from one-dimensional cable theory. The radial distance from the inner circle to the outer dotted line represents the transmembrane potential as calculated from three-dimensional theory. Only the points indicated on this line are calculated values of membrane potential; the continuous line between the points was drawn free hand.

The following discussion considers the three-dimensional term $S$, of equation (IV.3-1), in more detail. Figure IV.4-2 shows how the three-dimensional term $S$, varies with $x/a$, for different angular separation, $\theta$, of the electrodes. In other words this figure shows how the magnitude of the three-dimensional term varies along the length of the cable. The three-dimensional term gets very large and depends steeply on $x$ for $\theta = 0$. For greater angular separations, the effect is both smaller and less variable. Figure IV.4-3 shows the same data but in a different form. Here the magnitude of the three-dimensional term is plotted as a function of angular separation $\theta$, at different

![Graph showing the relationship between S and x for various angles θ](image-url)
positions along the fiber. It is of interest to note that for an angular separation of about 70°, the three-dimensional term is very small for all electrode separations considered here.

**Fig. IV.4-3.** The value of the three-dimensional correction term, \( S(x, \theta) \) in equation (IV.3-1) plotted as a function of the angular separation, \( \theta \), of the tips of the two electrodes. Each curve is for a particular value (indicated on the curve), of \( x/a \). Both electrodes just beneath the surface, \( r = r' = a \).

**Fig. IV.4-4.** The value of the three-dimensional correction term, \( S(x, \theta) \), in equation (IV.3-1) plotted as a function of distance, \( x/a \). Each of the six curves is for a different angular separation (indicated on the curve), \( \theta \), of the tips of the two electrodes. Both electrodes deep \( (r = r' = 0.75a) \).
IV.4b. *Both electrodes deep in the cell* (i.e. \( r = r' = 0.75a \)).

This case is perhaps more applicable to fibers of small radius, but would apply to big fibers if the electrodes are inserted deep into the cell. Figures IV.4-4 and 5 show the same qualitative behaviour as seen in Fig. IV.4-2 and IV.4-3 where the electrodes are just beneath the surface, except that in the plot of \( S \) vs. \( x/a \) in Fig. IV.4-4 there is a maximum in the magnitude of \( S \) for large angles.

![Graph](image)

**Fig. IV.4-5.** The value of the three-dimensional correction term, \( S(x, \theta) \), in equation (IV.3-1) plotted as a function of the angular separation, \( \theta \), of the tips of the two electrodes. Each curve is for a particular value (indicated on the curve), of \( x/a \). Both electrodes deep \((r = r' = 0.75a)\).

IV.4c. *One electrode just beneath the surface and the other deep.*

These calculations are relevant to the questions, what is the transmembrane potential when the current electrode is deep and the converse, what is the potential deep in the fiber when the current is injected just beneath the membrane. Remember that \( r' \) can be the position of the voltage or current electrode, conversely for \( r \). Figures IV.4-6 and IV.4-7 give plots of \( S \) as a function of \( x/a \) and as a function of \( \theta \), respectively, for the case of one electrode just beneath the surface and the other electrode positioned at a depth 0.5\( a \) in the fiber. Figures IV.4-8 and IV.4-9 give similar plots for one of the electrodes at a depth of 0.75\( a \) in the fiber.
Fig. IV.4-6. The value of the three-dimensional correction term, $S(x, \theta)$, in equation (IV.3-1) plotted as a function of distance, $x/a$. Each of the six curves is for a different angular separation (indicated on the curve), $\theta$, of the tips of the two electrodes. One electrode deep ($r = a$, $r' = 0.5a$).

Fig. IV.4-7. The value of the three-dimensional correction term, $S(x, \theta)$, in equation (IV.3-1) plotted as a function of the angular separation, $\theta$, of the tips of the two electrodes. Each curve is for a particular value (indicated on the curve), of $x/a$. One electrode deep ($r = a$, $r' = 0.5a$).
Fig. IV.4–8. The value of the three-dimensional correction term, $S(x, \theta)$, in equation (IV.3–1) plotted as a function of distance, $x/a$. Each of the six curves is for a different separation (indicated on the curve), $\theta$, of the tips of the two electrodes. One electrode deep ($r = a, r' = 0.75a$).

Fig. IV.4–9. The value of the three-dimensional correction term, $S(x, \theta)$, in equation (IV.3–1) plotted as a function of the angular separation, $\theta$, of the tips of the two electrodes. Each curve is for a particular value, (indicated on the curve), of $x/a$. One electrode deep ($r = a, r' = 0.75a$).
IV.5. Universal Figure and Table

Figure IV.5–1 shows a graphical representation of the values of the one-dimensional term, \( L \), and the three-dimensional term, \( S \), of equation (IV.3–1) for the electrodes just beneath the membrane. Table 3 lists the various values of the three-dimensional term \( S \) for various values of \( x, \theta, r \) and \( r' \).

<table>
<thead>
<tr>
<th>Table 3. Values of ( S ): the Three-dimensional Correction Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>( r )</td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>( a )</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>( a )</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>0.75a</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>a</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
FIG. IV.5-1. The value of $S$, computed from equation (IV.3-3) and (4) for various values of $x/a$ and $\theta$, are shown in the diagram of the cylinder. Current can be considered to be injected just beneath the membrane at $x = 0$, i.e. at $x/a = 0$, and the potential recorded just beneath the membrane at points of intersection of the longitudinal lines indicating radial position, $\theta$, and the circumferential lines, indicating the longitudinal position, $x/a$. The numbers at these points are the value of $S$ appropriate to that point.

It can be seen from equation (IV.3-3 and 4) that these values are independent of, $\lambda$, and hence $R_m$, but the relative importance of the term, $S$, is dependent on $\lambda$ since the length constant determines the absolute value of the one dimensional term, $L$, in equation (IV.3-1). The value of this term can be evaluated using a table of exponentials but for convenience it can be assessed from the plot of $(a/\lambda)L$ as a function $x/a$ which is given above the diagram of the cylinder (note the log scale). Knowing the value of $\lambda$ and hence $\lambda/a$, the appropriate curve is chosen and for a given value of $x/a$ on the abscissa, the value of $(a/\lambda)L$ can be read from the ordinate; this multiplied by $\lambda/a$ then gives the value of $L$, which can then be compared with $S$. For example, consider $\lambda/a = 2.0$, and $x/a = 0.75$ and $\theta = 0$. Thus $(a/\lambda)L = 0.7$, and $S$ for that position ($x/a = 0.75$, $\theta = 0$) is read off from the drawing of the cylinder as 0.598. Thus $V(x/a,\theta) = V(0.75,0) = 0.598$. Therefore
IV.6. Appendix: Approximation to the Roots $\beta$

\[ F_n(\beta) = F_n(z_0 + h) = F_n(z_0) + hF'_n(z_0) + \ldots \quad (IV.6-1) \]

where $F_n(z_0) = 0$

\[ F_n(z) \equiv z \frac{J'_n}{J_n} \quad (IV.6-2) \]

\[ F'_n(z) = \frac{J'_n}{J_n} + z \left( \frac{J_n J''_n - J'_n J'_n}{J_n^2} \right) \quad (IV.6-3) \]

\[ F''_n(z) = \frac{F_n(z)}{z} + z \frac{J''_n}{J_n} - \frac{1}{z} F'_n(z) \quad (IV.6-4) \]

In order to use this expression we must find an explicit expression for $J''_n$. This could be found by tedious but straightforward application of recurrence relations. However, there is an easier way.

From the differential equation that defines Bessel functions

\[ J''_n = -\frac{1}{z} J'_n - \frac{1}{z^2} (z^2 - n^2) J_n \quad (IV.6-5) \]

Substituting this expression for $J''_n$ into equation (IV.6-4) and simplifying we get

\[ F'_n(z) = -\frac{F'_n(z)}{z} - \frac{(z^2 - n^2)}{z} \quad (IV.6-6) \]

\[ F'_n(z_0) = -\frac{z_0^2}{z_0} - n^2 \quad (IV.6-7) \]

Substituting this expression for $F'_n(z_0)$ into equation (IV.6-1)

\[ F_n(\beta) = F_n(z_0 + h) = -\frac{h(z_0^2 - n^2)}{z_0} \quad (IV.6-8) \]

but $F_n(\beta) = -0.5(a/\lambda)^2$ \:(IV.6-9)

so that $h = \frac{0.5(a/\lambda)^2 z_0}{z_0^2 - n^2}$ \:(IV.6-10)

and the fractional difference between the value of $\beta$ and $z_0$ is given by

\[ \frac{\beta - z_0}{z_0} = \frac{h}{z_0} = \frac{0.5(a/\lambda)^2}{z_0^2 - n^2} \quad (IV.6-11) \]
V. THE SPHERICAL CELL

V.1. Solution of the Spherical Problem

Another geometry of interest to the physiologist is the spherical cell since this geometry crudely approximates the shape of many cells. The current source that we shall consider is, again, a point source, which is of interest not only because a microelectrode is often used to inject current into such cells, but also, because a single synaptic bouton or small cluster of boutons might well be approximated by a small source of current. Figure V.1-1 shows

\[ V = \frac{i_0 R_i}{2\pi a} \sum_{m=0}^{m=\infty} \frac{(2m + 1)P_m(\cos \theta)}{j_m^2(\beta) j_m(\beta r/a)} \frac{1}{\beta^2 - m^2 - m + (a/A^2) - a/A} \]  

(V.1-1)

where \( P_m(\cos \theta) \) is a Legendre polynomial of degree \( m \) (Abramowitz and Stegun, 1967) of argument \( \cos \theta \); and \( j_m \) is a spherical Bessel function of the

† We have written this solution in terms of spherical Bessel functions, \( j_m \), whereas Carslaw and Jaeger's solution is written in terms of cylindrical Bessel functions. The notation that we have used is in accordance with the modern convention given in Abramowitz and Stegun. These functions \( j_m \) and their derivatives \( j'_m \) should not be confused with the roots \( j_m(a) \) of cylindrical Bessel functions.
first kind, of order \( m \), and \( \beta \) are the roots of the following equation

\[
\beta \frac{j_m'(\beta)}{m(\beta)} = -\frac{a}{\Lambda}
\]

(V.1-2)

where \( \Lambda \) is the generalized space constant \( R_m/R_i \), given by the ratio of specific membrane resistance to the volume resistivity of the core.

An analysis of these roots along precisely the same lines as in the cylindrical case shows that all but one of the roots are well approximated by the roots of the equation \( j_m'(z) = 0 \), these latter roots being well tabulated (they are called \( a_{m,s} \) in Olver (1960)). The order of the spherical Bessel function is \( m \), and \( s \) is the number of the root, in order of increasing size. The one root not well approximated is the dominant root, i.e. the smallest root when \( m = 0 \). This latter root is given by \( (3a/\Lambda)^s \) and has special significance as we shall see. The development of these approximations and an analysis of the error involved can be found in section V.2.

Substitution of these expressions for the roots shows that the solution of the three-dimensional problem for a spherical cell has two terms, one that depends on membrane properties (i.e. one which would be correct if there were no potential drops in the conducting core) and one that describes the potential drops in the core and which does not depend on the membrane properties.

\[
V = \frac{i_0R_m}{4\pi a^2} + \frac{i_0R_i}{2\pi a} \sum_{m=0}^{m=\infty} (2m + 1)P_m(\cos \theta) \sum_{s=1}^{s=\infty} \frac{j_m(a_{m,s}r/a)j_m(a_{m,s}r'/a)}{j_m^2(a_{m,s})[a_{m,s}^2 - m^2 - m]}
\]

(V.1-3)

This solution is unfortunately not as useful as the corresponding solution for the cylindrical fiber. The double infinite series converges very slowly and, for instance, our computation for \( r = r' = 0.8a \) did not converge adequately even after 800 terms. Because of this slow convergence we cannot compute the universal curves as we did in the case of the cylinder and secondly, we cannot be certain of the accuracy of the approximation used in equation (V.1-3). Since the error in each term of equation (V.1-3) is small for \( a/\Lambda \) less than \( \frac{1}{4} \) (see section V.2) and since this error decreases markedly with increasing \( m \) and/or \( s \) it seems safe to conclude that the error in the overall equation is reasonable. This conclusion is of considerable qualitative importance since it enables one to determine that the qualitative effects of the three-dimensional spread of current are similar both in the sphere and the cylinder.

Recently it has been possible to put equation V. 1–3 into much more simple form and thus determine numerical values (personal communication, E. Engel and R. S. Eisenberg).

V.2. Approximations Used in the Spherical Problem

The approximations used in the spherical problem are precisely analogous to those used in the cylindrical problem and fall into two classes: approximations to the roots, \( \beta \), and approximations in the infinite series.
V.2a. Approximations to the roots.

A function, $F_m$ is defined,

$$ F_m(x) \equiv x \frac{j'_m(x)}{j_m(x)}; \quad F_m(\beta) \equiv \beta \frac{j'_m(\beta)}{j_m(\beta)} = -\frac{a}{\Lambda} \quad (V.2-1) $$

the roots of which are the well tabulated roots $a_{m,n}'$ of the derivative of the spherical Bessel function $j_m'$. In other words, when $x = a_{m,n}'$, $F_m(x) = 0$. Since we wish to find how far $x$ must be moved from $a_{m,n}'$ in order to make $F_m = -a/\Lambda$, we expand $F_m$ in a Taylor series about its roots (called $x_0$ for convenience). The missing mathematical steps in the derivation of equation (V.2-3) are similar to those described for the cylindrical cell.

$$ F_m(\beta) \equiv F_m(x_0 + h) = hF'_m(x_0) + \frac{h^2}{2}F''_m(x_0) + \ldots \quad (V.2-2) $$

Since the second term is not important for $a/\Lambda < 0.25$,

$$ F_m(x_0) = h \left[ \frac{m(m+1) - x_0^2}{x_0} \right] \quad (V.2-3) $$

Substitution of this last expression into equation (V.2-1) enables one to determine the error in the approximation that the roots are identical with the roots $a_{m,n}'$. When $a/\Lambda = 0.25$ this error is less than 5% for the worst case.

The above discussion fails to approximate the “dominant” root, i.e. the smallest root of equation (V.2-1). This root, $\beta^*$, can be determined by writing the explicit expression (Olver, 1960) for $j_0(x)$ and $j'_0(x)$ into the equation defining the roots

$$ x \frac{j'_0(x)}{j_0(x)} \equiv x \cot x - 1 = \frac{-a}{\Lambda} \quad (V.2-4) $$

The dominant root can then be found to be given by $\sqrt{3a/\Lambda}$. This latter expression is about 6% too big if $a/\Lambda = 0.25$.

V.2b. Approximations in the infinite series.

First, we will substitute the expression for the dominant root, $\beta^*$ into the equation (V.1-1). The resulting “dominant” term is developed by approximating the factor containing the ratio of spherical Bessel functions, which appears in equation (V.1-1), using the first terms of the appropriate Taylor expansions.

$$ \frac{j_0(\beta^*r/a) \cdot j_0(\beta^*r'/(a)}{j_0^2(\beta^*)} \approx \left(1 - \frac{\beta^*r^2}{6a^2}\right) \left(1 - \frac{\beta^*r'^2}{6a^2}\right) \frac{1 - \beta^*r^2}{1 - \frac{\beta^*r^2}{6}} \quad (V.2-5) $$
If the above approximation, as well as the approximation to the roots is substituted into the infinite series, the resulting term is

\[
\frac{R_m}{4\pi a^2} \left[ 1 + \frac{a}{\Lambda} \left( 1 - \frac{r^2 + r'^2}{2a^2} \right) \right]
\]

(V.2–6)

The error in the above expression is about 3% for \( r = r' = a/2, a/\Lambda = 0.25 \). In many cases the correction term is negligible, and the leading term of the infinite series takes on the simple form \( R_m/4\pi a^2 \). For \( a/\Lambda < 0.25 \) all the other terms involving \( a/\Lambda \) in the infinite series are negligible, the worst error in a single term being less than 9%. The full solution then takes the form of equation (V.1–3). This approximate solution shows the same qualitative features as that for the cylinder. It divides into two terms, the conventional term (here what one would find if the interior of the sphere were isopotential) and a correction term, essentially independent of membrane properties. Thus qualitative discussion of these two cases is similar.

VI. THE THIN PLANE CELL

VI.1. Solution of the Thin Plane Cell

The solution for the potential anywhere in a two sided slab, can be found by methods precisely analogous to those used for the cylinder and the sphere. The analogous heat solution is found again in Carslaw and Jaeger, p. 373, equation (17). The corresponding solution to the steady state electrical problem is

\[
V(R, z) = \frac{R_i}{2\pi L} \sum_{n=1}^{\infty} \frac{\beta_n^2 K_0(2\beta_n R/L) \cdot f(z, z')}{\beta_n^2 + 0.5(L/\Lambda) + 0.25(L/\Lambda)^2}
\]

(VI.1–1)

where \( \beta_n' \) are all the roots of both expressions:

\[
\beta' \tan \beta' = L/2\Lambda
\]

(VI.1–2)

\[
\beta' \cot \beta' = -L/2\Lambda
\]

(VI.1–3)

and

\[
f(z, z') = \left[ \cos \frac{2z\beta'}{L} + \frac{L\sin (2z\beta'/L)}{2\Lambda\beta'} \right] \left[ \cos \frac{2z'\beta'}{L} + \frac{L\sin (2z'\beta'/L)}{2\Lambda\beta'} \right]
\]

(VI.1–4)

This solution has been written in terms of the roots \( \beta' \), whereas the roots \( \alpha_n^\prime \) are used in Carslaw and Jaeger. The relation between the roots is \( \beta' = \alpha_n^\prime L/2 \). Furthermore, the equation defining the roots has been rewritten using the techniques suggested by Carslaw and Jaeger on p. 120.

The coordinates used here are shown in Fig. VI.1–1. The membranes
bounding the solid are at \( z = 0 \) and \( z = L \), the source of current is at depth \( z' \) and radial position zero. The point at which potential is measured is at depth \( z \) and radial position \( R \). \( K_0 \) is a modified Bessel function of the second kind (Abramowitz and Stegun, 1967) and \( R_t \) is, as usual, the volume resistivity ([ohm][cm]) of the core material. \( \Lambda \) is the generalized space constant, given by \( R_m/R_t \) where \( R_m \) is the specific membrane resistance ([ohm][cm²]).

Fig. VI.1-1. The thin plane cell with microelectrodes.

Equation (VI.1-1) is of practical use as it stands since the roots of equations (VI.1-2) and (VI.1-3) are well tabulated (Carslaw and Jaeger, 1959; Abramowitz and Stegun, 1967). However, it is worthwhile searching for approximations to these roots, since only so can we determine whether the solution separates into two components; a radial term and a three-dimensional correction term. Again, the smallest root will produce the largest term in the infinte series and so is called the dominant root. Since only equation (VI.1-2) can have a root close to zero, an expression approximating this dominant root can be found by expanding equation (VI.1-2) in a Taylor series for small \( x \), neglecting all but the first term. The resulting expression for the dominant root is

\[
\beta' = \sqrt{\frac{L}{2\Lambda}}
\]  

(VI.1-5)

Direct comparison with tables shows that the error in this expression is less than 4% for \( L/\Lambda = 0.4 \), and less than 2% for \( L/\Lambda = 0.2 \). The remaining roots, for sufficiently small \( L/\Lambda \), are given by \( \pi \), \( 2\pi \), \( 3\pi \), \ldots for equation (VI.1-2) and for equation (VI.1-3) are given by \( \pi/2 \), \( 3\pi/2 \), \ldots Thus, all the roots are given by \( \pi/2 \), \( \pi \), \( 3\pi/2 \), \ldots i.e. \( n\pi/2 \) (where \( n = 1, 2, 3, \ldots \)) provided that \( L/\Lambda \) is sufficiently small. Direct comparison with the tables shows that the error in the above approximation is less than 8% for \( L/\Lambda \) less than 0.4 and less than 4% for \( L/\Lambda \) less than 0.2.

The next step in our development of this solution is the substitution of the expressions for the roots into the solution (VI.1-1). Substitution of the dominant root gives the dominant term

\[
\frac{R_t}{2\pi L} K_0 \left( \frac{R}{L} \sqrt{\frac{2L}{\Lambda}} \right)
\]  

(VI.1-6)

where neglect of the second term in the denominator causes an error 5% or less for \( L/\Lambda \) less than 0.2. The other terms of the expression (VI.1-4) simplify if \( L/\Lambda \) is sufficiently small so that the total expression for the potential is
\[
V = \frac{\frac{i_0 R_l}{2\pi L}}{K_0 \left( \frac{R}{L} \sqrt{\frac{2L}{\lambda}} \right) + 2 \sum_{n=1}^{\infty} K_0(n\pi R/L)f(z,z')}
\] 

or

\[
V = \frac{\frac{i_0 R_l}{2\pi L}}{P + Q}
\]

The error caused by the neglect of the extra terms in the denominator of the infinite series in equation (VI.1–1) is less than 4% for \(L/\lambda\) less than 0.2. It should be pointed out here that the function \(f(z, z')\) defined above (equation VI.1–4) has the value unity if both electrodes are just under the surface membrane.

It is interesting to note that once again our solution consists of two terms, a term depending on the membrane properties and a term independent of the membrane properties. From the analysis of the other geometries we would expect that the first term of the solution would be identical to the solution of a simplified problem, that is to say, when current is assumed to flow in a radial direction parallel to the surface of the plane cell. Woodbury and Crill (1961) and Noble (1962) have obtained such a solution but it differs from the first term in equation (VI.1–7) by a factor of \(\sqrt{2}\) in the argument of the Bessel functions.† The cause of this discrepancy is somewhat obscure but perhaps Woodbury and Crill and Noble failed to consider the presence of two membranes across which current might flow out of the solid.

\[
\begin{array}{|c|c|c|c|c|c|c|c|}
\hline
R/L & 0.1 & 0.15 & 0.2 & 0.25 & 0.3 & 0.4 & 0.5 & 0.75 & 1.00 \\
\hline
Q & 6.84 & 3.92 & 2.52 & 1.78 & 1.32 & 0.72 & 0.46 & 0.07 & 0.03 \\
\hline
\end{array}
\]

Figure VI.1–2 gives the plot of the displacement in transmembrane potential as a function of the radial distance from the current electrode (both electrode tips just beneath one membrane). In Fig. VI.1–3 the second term, the correction term, \(Q\), of equation (VI.1–8) is plotted as a function of \(R/L\).

† The reader should be aware that both Woodbury and Crill and Noble use a different set of units from those used here. While our \(R_m\) ([ohm][cm²]) and \(L\) [cm] correspond directly with their \(R_m\) ([ohm][cm²]) and \(\delta\) [cm] respectively, our \(R_l\) ([ohm][cm]) corresponds to Woodbury's \(\rho_l\) ([ohm][cm]) and not his \(r_l\) (ohm). It seems likely that Noble's \(R_l\) (units, unspecified) corresponds directly to Woodbury's \(r_l\) since such a correspondence would mean that the differential equations that they consider are identical and that the length constants they define are also identical. The length constant "\(\lambda\)" defined by Woodbury and Crill and Noble is given by

\[
"\lambda" = \sqrt{\frac{R_m L}{R_l}}
\]

(our definition of \(R_m\), \(R_l\), \(L\), but not our definition of \(\lambda\))

The relationship between their length constant "\(\lambda\)" and our generalized space constant \(\Lambda\) is

\[
"\lambda" = \sqrt{L\Lambda}
\]
Fig. VI.1-2. The thin plane cell. Plot of the displacement in transmembrane potential as calculated from two-dimensional and three-dimensional theory (proportional to $P$ and $(P + Q)$ respectively) as a function of distance, $R/L$ from a point source of current. Both electrodes just beneath the surface of one membrane. $L/\lambda = 0.2$

Fig. VI.1-3. The thin plane cell. Plot of the three-dimensional correction term, $Q$, of equation (VI.1-7, 8) as a function of distance $R/L$, from the point source of current.
VII. THE THICK PLANE CELL

Although the solution presented above for the sheet is applicable to sheets of arbitrary thickness, the roots are difficult to approximate when the cell is thick and the physical interpretation of the solution becomes obscure. The solution for the thick solid can be found in the usual manner from Carslaw and Jaeger (1959) p. 371, equation (4), although in this case the necessary integration is rather awkward. The solution is also presented directly in Gray, Mathews and MacRobert (1922) p. 150, equation (38) for the case where both electrodes are just under the membrane at separation \( r \). Their solution\(^\dagger\) can be rewritten in terms of our usual variables as

\[
V = \frac{i_0 R_i}{2 \pi} \left\{ \frac{1}{r} - \frac{1}{\Lambda} \right\} \int_0^\infty \frac{e^{-T} dT}{\sqrt{T^2 + r^2/\Lambda^2}}
\]

and can be transformed into a tabulated form if the integral is recognized as the Laplace transform of \((a^2 + T^2)^{-s}\) (Roberts and Kaufman, 1966, number 13, p. 13) with \( s = 1 \). Then, the solution can be written as

\[
V = \frac{i_0 R_i}{4 \Lambda} \left[ \frac{2\Lambda}{\pi r} - \left\{ H_0(r/\Lambda) - Y_0(r/\Lambda) \right\} \right]
\]

where \( H_0 \) is a Struve function\(^\ddagger\) (Abramowitz and Stegun, 1967) of order zero and \( Y_0 \) is a Bessel function of the second kind also of order zero. A universal plot of this solution is given in Fig. VII. 1–2. It is interesting to note that this solution does not break into two terms, one term that depends on membrane properties and another that depends only on position. This separation does not occur because the symmetry implicit in this problem is very different.

\(^\dagger\) Which fortunately agrees with that derived from Carslaw and Jaeger.

\(^\ddagger\) The reader should be warned that the symbol \( H_0 \) is also used to represent a Hankel function. The Struve function is recognizable since the symbol used is in bold face type.
from that of the other problems. In this case, since the slab is of infinite thickness, the lines of current flow never approach a symmetrical form as they did in the other geometries we have considered.

**Thick Plane Cell**

![Thick Plane Cell Graph](image)

**Figure VII.1-2.** The thick plane cell.

Plot of

\[
\frac{2\Lambda}{\pi r} - \left\{ H_0(r/l) - Y_0(r/l) \right\}
\]

as a function of \( r/\Lambda \). If the ordinate values are multiplied by \( \frac{i_0 R_I}{4\Lambda} \), the product is \( V \).

Note that \( \Lambda = \frac{R_m}{R_I} \).

**Part B. Qualitative Description and Physiological Implications of the Three-Dimensional Spread of Current in Cells.**

**I. Discussion Applicable to All Cell Geometries**

**I.1. The Approximate Nature of One-dimensional Theory**

If a microelectrode is inserted into a cell, and for the present discussion we shall consider it to be a long cylindrical cell like an unmyelinated nerve fiber or a muscle fiber, we can inject current into the cell. This current will flow down the cytoplasm (filling the interior of the fiber) and eventually leak out through the fiber membrane and thence through the extra- cellular fluid to some reference or ground electrode. Associated with this flow of current are potential gradients both within the cytoplasm and across the cell membrane and these can be measured by inserting a second microelectrode at various distances along the fiber, away from the current electrode. For example, a known quantity of current, \( \Delta I \), can be injected and the displacement in
potential, $\Delta V$, produced at a point in the fiber close to the site of injection of current can be measured with the second microelectrode. The ratio, $\Delta V/\Delta I$, is called the input resistance, $R_i$.

It is clear that the potential at any point within the fiber (with respect to the extracellular reference or ground electrode) must depend, in some way, on the resistivity of the cytoplasm and the resistance of the membrane. If the resistance presented by a given length of fiber membrane to current flow through it were relatively low, compared with the resistance presented by the cylinder of cytoplasm which the membrane enveloped, then current injected into the end of that length would leak out through the membrane rather than continue to flow along the cylinder of cytoplasm. Conversely, were the reverse the case, then current would continue to flow along the cylinder of cytoplasm rather than leak through the fiber membrane.

Thus, at any distance down the length of the fiber, current is flowing in two directions, (1) out through the membrane and (2) further down the cytoplasmic core of the fiber. The most commonly used theory which relates the input resistance, $R_i$, as defined above, to the resistance of the membrane in one unit length of the fiber and the resistance of the cytoplasm of one unit length of the fiber is called one-dimensional cable theory. In this theory, the assumption is made that the current flows in one direction only, namely, down the longitudinal axis of the fiber. That is to say, in any given small segment of length of the cytoplasm, the current which turns to leave the fiber through the membrane is negligibly small compared to the remainder of the current which continues to flow down the fiber. This assumes, therefore, that since negligible current is turning to leave the fiber in any small segment, the voltage gradients required to drive the current towards the membrane must be negligible. The only voltage gradients worth considering, then, are those associated with the major direction of current flow, the longitudinal voltage gradients. This means that the potential recorded by a microelectrode at any given distance down the fiber would not vary with the depth of the electrode tip within the fiber. In which case, one can therefore consider the cylinder of cytoplasm down which the current flows as a line, having a resistance per unit length equal to that of a unit length of a cylinder of cytoplasm. In many cases this is a reasonable assumption if we can show that little of the injected current leaves the fiber within a length which is large compared to, say, the diameter of the fiber. For example, if all the current left the fiber within a length equal to its diameter, then the direction of current flow would necessarily have to deviate considerably from its assumed one-directional flow. Whereas, if a distance equal to, say, twenty times the diameter of the fiber were required for the majority of the current to leave, then clearly one could say that the direction of current deviated only slightly from its assumed one-directional pathway.

There is thus, this one situation, at least, where the current must deviate, but perhaps not significantly, from its assumed one-directional pathway. However, there is one other, more important situation, where the current must flow in more than one direction. This is when the current leaves its
source which, more often than not, approximates a point source—the tip of a microelectrode. Whatever values the absolute resistances of the fiber membrane and cytoplasm have, the current must flow from the tip of the microelectrode in a variety of directions, at least for a short distance, before the current assumes its predominantly longitudinal path further down the fiber.

Clearly, these various directions of flow about the electrode tip will be associated with voltage gradients in these directions. It is these voltage gradients which drive the current away from a small source where the current density is high to fill the entire cross-section of the fiber and form a uniform flow of current of relatively low density further down the core of cytoplasm. These voltage gradients about the current source are, of course, neglected by one-dimensional cable theory.

There are two effects associated with these voltage gradients. One is that near the current source the potential recorded by a microelectrode at a given distance along the longitudinal dimension of the fiber will vary with the position of the electrode tip in the plane of cross-section of the fiber. Thus the true transmembrane potential can only be measured by placing the tip of the voltage electrode just beneath the fiber membrane. Secondly, close to the site of injection of current, the current density through the membrane is higher than would be predicted from one-dimensional cable theory. The same voltage gradients that are driving the current away from the point source cause the potential, just beneath the membrane, to be greater than one would expect if the current flowing down the fiber at that distance was uniformly filling the entire cross-section of the fiber. The longitudinal current density is, in fact, not uniform within any cross-section of the fiber sufficiently close to the current electrode.

One way of illustrating these two effects is to consider the fiber membrane to be almost a perfect insulator and, in order to allow some current to flow, we can imagine that we have a grounded microelectrode inside the fiber some considerable distance away through which the current can complete its circuit. Voltage gradients will occur about the current source, in all of the three dimensions within the fiber, which drive the current away from the source to eventually assume a uniform single, longitudinal direction of current flow further down the fiber. For example, if the tip of the current electrode were just beneath the membrane, the potential a sufficiently short longitudinal distance away on the same side of the fiber would be higher than it would be at a point the same longitudinal distance away but on the opposite side of the fiber (see Part A, Fig. IV.4–1). Similarly, equivalent voltage gradients develop about the distant grounded electrode as the current is squeezed into its tip. If we make the membrane leaky and replace the internal ground electrode with an external one, the situation is still qualitatively the same (with regard to the transmembrane potential), except that the higher potentials just beneath the membrane close to the tip of the current electrode, will now be associated there with the higher currents through the membrane compared with those at a point directly beneath the membrane on the other side of the fiber.
We therefore record potentials within the cytoplasm, immediately about the current source, which deviate in two ways from those predicted by one-dimensional cable theory. One is that the true transmembrane potential (i.e., that recorded by an electrode just beneath the fiber membrane) differs from that predicted by one-dimensional cable theory. Contrary to this theory, the true transmembrane potential varies with the circumferential position of the electrode tip relative to the current electrode. Secondly, the potential recorded by the voltage electrode when inserted deeper into the fiber differs from the true transmembrane potential because of voltage gradients in the cross-sectional plane of the fiber.

These effects of the three-dimensional spread of current away from the current source and the associated three-dimensional voltage gradients are qualitatively the same for any cell geometry. Indeed, for a point source of current, these gradients are always more important than those gradients which drive the current that is to leave the cell towards the cell membrane. For example, in a cylindrical cell, if we would replace the point source of current with a disc source, oriented in, and equal in area to, the plane of cross section of the fiber, the three-dimensional voltage gradients about the current source would become relatively insignificant and would be those associated with current turning to leave the fiber through the membrane (Taylor, 1963).

A quantitative assessment of the magnitude of the voltage gradients about a point source of current in a cell requires the solution of a mathematical problem which specifies the particular geometry of the cell. Because the solution of the problem becomes increasingly difficult (and eventually impractical) the more complex the geometry of the cell, solutions are available only for relatively simple geometries such as the cylindrical, spherical and the thick and thin plane cell. Nevertheless, it is clear that if the membrane resistance or impedance is sufficiently low, the current required to produce significant changes in the transmembrane potential close to the current source can be quite large. So large, that the potential differences in the cytoplasm associated with this flow of current from its source to the membrane become comparable with the displacement in transmembrane potential. Furthermore, in the same circumstance the displacement in true transmembrane potential close to the source depends on the position of the source relative to the membrane.

The reader is advised here to read section II (particularly II.1) of Part A, where we present a more extensive, but still qualitative, discussion of the errors in one-dimensional theory.

### I.2. The Single Electrode Bridge and Double-barreled Microelectrodes

In this technique one microelectrode is inserted into the cell both to record potential and to inject current. The equivalent electrical circuit, with the microelectrode outside the cell, is shown in Fig. I.2–1A. The blunt end of the elec-
trode is connected to a current generator, $S$, and to a voltmeter, $A$. $R_e$ represents the resistance of the microelectrode through which a constant current, $I$, flows from the generator, $S$. $R_s$ (in series with $R_e$) represents the resistance to current flow from the tip of the microelectrode, through the extracellular fluid to a distant ground or reference electrode. We shall assume here ideal characteristics for the voltmeter, in that no current flows into or out of its input.
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**Fig. 1.2-1, (A and B).** Equivalent circuits of a system using one microelectrode to record potential and to inject current.

(A) Outside the cell. (B) Inside the cell. In (A) $R_0$ represents the resistance of the microelectrode when it is outside the cell; $R_{eq}$ represents the effective resistance presented to the flow of current from the tip of the microelectrode to the distant ground or reference electrode. In (B), $R'_e$ represents the resistance of the microelectrode when inside the cell; $R'_s$ represents the effective resistance presented to the flow of current from the tip of the microelectrode to the membrane in the immediate vicinity of the microelectrode ($R'_s$ is zero when the electrode is just beneath the membrane). The series combination of $R'_e$ and the distributed one dimensional transmission line below it is a symbolic representation of the effects of three-dimensional spread of current on the true transmembrane potential. In both figures, $S$ represents a current generator and $A$ an ideal voltmeter.

The potential at the top or blunt end of the electrode, $V$, is simply given by $I(R_e + R_s)$. This voltage can be eliminated from the final recording either by the use of some bridge circuitry before the input to the voltmeter, or if the voltmeter can withstand the relative large voltage that will develop at the top of the electrode without changing its characteristics from the ideal (Murray, 1958), the voltage can be eliminated by the injection of a voltage of equal magnitude but of effectively opposite sign at a later stage in the recording circuitry. This accomplished, then presumably if $R_s$ and $R_e$ remain constant and an additional resistance were added in series with $R_e$ and $R_s$, then
the voltage now recorded would be only the voltage drop produced by the current flowing through this additional resistance. Thus it has been argued that if the voltage $V$ was eliminated (in either of the two ways described above) with the microelectrode outside the cell, and the microelectrode were then inserted into the cell, any voltage that was now recorded must be due solely to the insertion of an additional resistance, the input resistance of the cell, in series with the two resistances, $R_0$ and $R_s$.

This argument assumes that $R_0$ and $R_s$ do not change when the electrode is inserted into the cell. However, at least $R_s$ must change as we shall see below. Furthermore, in practice $R_s$ usually changes for the following reasons. The major portion of the resistance of the microelectrode is located at its tip. Although the electrode is filled with a highly concentrated solution of electrolyte, usually with $3m$ KCl, the electrolytic composition of the liquid just within the tip, and hence its resistivity, quite probably depends on the composition of the medium in which the tip is immersed. One might expect therefore that the resistance of the microelectrode will change when the tip is moved from the extracellular fluid into the cytoplasm. Furthermore, the resistance of the electrode can be a bizarre and unpredictable function of the current flowing through the electrode and of time.

However, if in practice it were fortunately true that $R_s$ remained constant as we moved the tip into the cell and when current was passed, there still remains the question whether we can assume that $R_s$ remains constant. We cannot, since there are two factors that cause $R_s$ to change. The value of $R_s$ depends on the resistivity of the medium in which the electrode is immersed, so that as we move the electrode from the extracellular fluid which has a volume resistivity of approximately $50[\text{ohm cm}]$, to the cytoplasm, which for muscle has a resistivity of around $300[\text{ohm cm}]$, $R_s$ will increase correspondingly (Schanne et al., 1966). Secondly, when the electrode was outside the cell, current could flow in all directions away from the tip whereas within the cell the pathway of the current is constrained by the presence of the neighboring cell membrane. This restriction appears as an increase in the value of $R_s$ over and above that expected from a simple change in the resistivity of the medium in which the tip is immersed.† A new equivalent circuit can be drawn for the situation where the microelectrode is in a cell (see Fig. I.2-1B). In this circuit the possible change in $R_s$ is indicated by the prime, $R'_s$, and the change in $R_s$ brought about by the two factors discussed above is indicated by the prime on $R_0$, $R'_0$.

In addition to the change in $R_s$ to $R'_s$ because of the change in the resistivity of the medium in which it is immersed and of the restriction in the pathway of current flow produced by the geometry of nearby cell membrane, another series resistance, $R_{sm}$, appears, which represents the steep rise in true transmembrane potential immediately about the current source.‡ Although

† This further change in $R_s$ may well explain the discrepancy found by Schanne et al. (1966) between values of input resistance measured by different techniques.

‡ This resistance $R_{sm}$ is the electrical equivalent of the mathematical term $S$ (for $r = r' = a$) discussed in section IV. 3 of Part A.
physically, no such resistor exists, we can say, for qualitative description, that the membrane about the electrode tip behaves as though such a resistor were present as part of the membrane resistance and as such contributes to the true input resistance of the fiber. That is to say the voltage drop produced by current flowing through this resistance, \( R_m^* \), is part of the true trans-membrane potential and ideally it should be preserved in any procedure that is devised to eliminate the voltage drops across the other resistances, \( R_e^* \) and \( R_s^* \), in series with the membrane.

The results of our three-dimensional analysis in Part A show that the magnitude of \( R_m^* \) and \( R_e^* \) in Fig. I.2–1B will, in effect, vary with the position of the current electrode and its relation to the tip of the voltage electrode. The single electrode bridge is the special case where the site of injection of current is also the site at which the potential is measured.\(^\dagger\)

Our previous analysis shows that \( R_e^* \) will be zero when the tip of the electrode is just beneath the membrane. On the other hand \( R_m^* \) in this circumstance is not zero, in fact it never is whatever the position of the electrode within the cell. In practice, there are two methods for separating the voltage drops across \( R_e^*, R_s^* \) and \( R_m^* \) from that across the membrane resistance, \( R_m \), but unfortunately they do not allow the preservation of that across \( R_m^* \). The methods are based on measuring the voltage, \( V \), either (a) when the membrane resistance is negligibly small compared to \( R_e^*, R_s^* \) and \( R_m^* \) or (b) when the membrane impedance is, similarly, negligibly small (e.g. when the frequency of the applied current is sufficiently high).

If a step of current is passed through the microelectrode the frequency components within the waveform which are important at its start are sufficiently high that the membrane impedance represented by the parallel combination, \( R_m \) and \( C_m \), of Fig. I.2–1B is sufficiently low that the entire potential, \( V \), at the top of the electrode at this time can be ascribed to the voltage drop across \( R_e^*, R_s^* \) and \( R_m^* \). Physically, at this time, the membrane current density close to the current electrode is much greater than at later times since the rate of change of potential across the membrane capacitance is initially much greater than at later times. At the start of the current pulse, therefore, not only is there a voltage step caused by the current flowing through \( R_e^* \) and \( R_s^* \) but the true transmembrane potential undergoes an initial fast rising step simulated in Fig. I.2–1B by the voltage drop across \( R_m^* \). This initial step then inlets with a slower component that has the familiar erf-like form of the response of a one-dimensional cable.

Eliminating the voltage at the start of the pulse thus removes all components of resistance in series with the membrane including that which represents a true change in transmembrane potential at that time. In effect we measure the displacement in potential predicted by one-dimensional cable theory.

\(^\dagger\) In addition the source of current at this site in this case is not a point but a small disc the diameter of which is equal to the diameter of the tip of the microelectrode. We assume that our analysis, of the two electrode case, correctly describes the qualitative properties of the one electrode case.
If one eliminated the voltage "artefacts" in this way, one might think that one could study the membrane properties, $R_m$ and $C_m$. In fact if $R_m$ remained high and constant everywhere, then after the initial jump in potential the subsequent slower, er-f-like, change in potential does represent the simple membrane properties of a one dimensional cable. However, part of the initial jump in potential recorded by a single or double barreled electrode system is a true displacement in transmembrane potential. This initial displacement can be quite large, enough to drive the membrane near the electrode into a nonlinear region of its current–voltage relationship, and thus making linear analysis impossible.

The second method of eliminating the voltage drops in series with the membrane is to assume that at some time during the action potential the membrane resistance is insignificantly small compared with the membrane resistance at some other time at which one wishes to measure it. At this time when the membrane resistance is low, any potential that is measured is solely due to voltage drops across resistances ($R'_c$, $R'_r$ and $R'_m$) in series with $R_m$, at which time these voltage drops can be eliminated. Providing that these resistances remain constant, any additional voltage which develops at earlier or later times can be assumed to be the displacement in membrane potential at that time. The procedure is to apply a steady, small hyperpolarizing current some time before the initiation or appearance of an action potential and to continue the application throughout and beyond the duration of the action potential. The bridge is balanced or a sufficient voltage injected at an appropriate point in the recording circuitry, such that there is no voltage displacement at, say, the crest of the action potential. A discussion of how to choose the time during the action potential at which the input and hence membrane resistance is least is described elsewhere (Johnson and Tille, 1960, 1961).

The case of double-barreled microelectrodes is similar to the single electrode except that the voltage artefact to be eliminated is much less for a given current and microelectrode resistance since the tip of the electrode barrel which is used to record potential is a small, but significant, distance from the tip of the barrel used to inject current. However, although smaller, the same difficulties and uncertainties arise with regard to the separation of the voltage drop across the membrane from that across the outer resistances in series with it.

A further word of caution is required in regard to the elimination of the voltage "artefact". If the methods described above are applied indiscriminately to cells of more complicated geometry one may lose important features of the electrical properties of the system. For example, part or all of the membrane may be in series with a discrete lumped resistance, as in the case of crab muscle fibers (Eisenberg, 1967), or a distributed resistance as in frog skeletal muscle fibers (Falk and Fatt, 1964). Furthermore, if the cell geometry approximates the case where current is injected into a cylindrical cable that is terminated a short distance away by a bunch of similar but long cables, then the system will tend to behave as though a discrete resistance additional to those already discussed were in series with the membrane.
(Johnson and Sommer, 1967). In each case, important properties would thus be lost in carrying out the procedures described above for eliminating the voltage artefact.

Out of the preceding discussion arises a convincing explanation of the finding that a cell can withstand the injection of a large current into it, provided that the current is increased slowly to its final large value. On the other hand, if the same current is injected suddenly in the form of a large step the cell is irreversibly damaged: there is a sudden diminution of the resting potential and amplitude of the action potential. The most likely reason for this is that at the start of the step, the membrane "impedance" is very low, the effective length constant short, and thus three-dimensional effects are important. The current density through the membrane about the current electrode becomes so large that the resulting steep rise in transmembrane potential is enough to exceed the dielectric strength of the membrane with consequent breakdown of the membrane dielectric.

I.3. Voltage Gradients in Extracellular Space

In our analysis of the three dimensional flow of current within the cell we made a very important assumption, namely, that the potential at any point in extracellular space with respect to any other point in that space remained constant. That is, no voltage gradients existed in that space. This is obviously impossible, physically, since if there are no voltage gradients there can be no current flow. During the propagation of an action potential or when current is injected into the cell, the extracellular space forms part of the path taken by the current and there must therefore be potential differences in this space.

The exact analysis of these external potential differences have been performed for a few simple geometries by Carslaw and Jaeger (1959), but the solutions are considerably more unwieldy than those for the internal potential differences which are considered here (see Part A).†

Because we cannot obtain an exact analysis, we are restricted to a qualitative discussion, and for this purpose we shall consider a cylindrical cell in a large volume of electrolyte. If that current which is injected into the cell flows for a distance many times greater than the diameter of the fiber, before most of it leaks out through the fiber membrane, then the fiber will behave like the classical one-dimensional cable. In other words, the length constant is many times greater than the fiber diameter and the current within the fiber is almost flowing in just one direction, longitudinally down the fiber. In which case, the potential gradients in the external medium are small, whereas if this is not the case and there are significant radial components in the direction of flow of cytoplasmic currents, then the potential gradients in the extracellular space may not be negligible.

Some insight can be gained into how this comes about by considering the

†We have recently come across a full three-dimensional solution including external potential drops in Weber (1873), reproduced by Weinberg (1942), pp. 112-13. The solution is indeed formidable.
fiber as a current source with respect to the external reference or ground electrode. For instance, if the length constant is very much bigger than the fiber diameter, the current leaves the fiber over a relatively long length. In this case, as a rough approximation, the fiber looks like a cylindrical current source of a constant current density and of a length equal to a length constant. On the other hand, when there is a significant radial component of current flow within the fiber, the length constant is necessarily short, comparable or smaller than the diameter of the fiber. The current source in this case appears much smaller, in the extreme it looks like a ring. In the external medium, the current density is thus much higher and the potential gradients become much greater about this smaller source and can become significant.

1.4. Voltage Clamp with Two Microelectrodes

The purpose of the voltage clamp technique is to measure the current that is required to hold the potential across a prescribed area of cell membrane uniform, both with respect to distance and to time. This current need not necessarily be equal to that injected into the whole system. In the relatively ideal system where a central axial wire assures the spatial uniformity of potential within the axoplasm, e.g. the experiments of Hodgkin, Huxley and Katz (1952) on the squid giant axon, the current injected into the axon was not measured. Rather a guard system was used which isolated that area of membrane where spatial uniformity of potential was assured and the current flowing through this guarded area of membrane was that measured.

When two microelectrodes are inserted into a cell, one to record potential and the other to inject current, we cannot assume spatial uniformity of potential near the current electrode. Now this non-uniformity, as we have pointed out before, is qualitatively independent of the geometry and is a consequence of the small size of the current source. It is clear, at least in principle, that spatial uniformity of potential cannot exist when the current source is a microelectrode.

It is a truism to say that in the two microelectrode voltage clamp, the voltage that is being controlled is the voltage at the tip of the voltage electrode and this voltage cannot be assumed to be the same as the true transmembrane potential. Indeed, when large currents are required to control the membrane potential during periods of high membrane conductance, the problem is not simply one of losing spatial uniformity in the true transmembrane potential in the area of interest, but one of measuring the true transmembrane potential correctly even at one point in this area. During such periods there are large voltage gradients within the cytoplasm which cause the potential recorded by the voltage electrode to depend on the depth of the electrode within the cell and the angular position of the electrode relative to the current electrode.

If the spatial non-uniformity in true transmembrane potential about the current electrode is such that the membrane there is not driven into a non-linear region of its current–voltage characteristic then the potential can be calculated, for the case of cylindrical cell, by use of the appropriate tables and
equations in Part A, section IV, where the three-dimensional spread of current within a cylindrical cell is analysed.

However, it would seem that in most cases of interest, sufficient current is being injected into the cell to make the steep rise in true transmembrane potential about the current electrode quite marked, and such as to make the assumption of linearity of the membrane current–voltage characteristic near the current electrode untenable. In this case, regenerative conductance changes could come about near the current electrode, greatly complicating the interpretation of the current voltage relationship, if not causing, (in conjunction with the electronic feedback system), uncontrolled oscillations in membrane potential.

II. THE CYLINDRICAL CELL

II.1. The Optimum Electrode
Separation within a Cylindrical Cell

From our analysis of the three dimensional spread of current within the cylindrical cell it became clear that at small electrode separations, as is required when the experimenter wishes to measure the input resistance of such a cell, the potential that will be recorded, particularly when the length constant is small, will differ considerably from that predicted by one dimensional cable theory. Although the value of this potential displacement divided by the magnitude of the current injected, indeed, gives a true input resistance, $R^*_p$ its value cannot be equated with the value $R_p$ given by one-dimensional theory.†

$$\frac{V_0}{i_0} = R_p = \frac{1}{2} \sqrt{r_m/r_l} = \frac{1}{2} \frac{R_m R_l}{\pi a^2} \neq R^*_p$$  \hspace{1cm} (II.1-1)

Depending on the angular separation of the tips of the two microelectrodes and the distance separating them along the longitudinal axis of the fiber, the potential will either be greater or smaller than that predicted by one-dimensional theory. Hence, were the recorded potential used to evaluate an input resistance, this resistance, if substituted into equation (II.1–1) would lead to either an overestimate or underestimate of the specific membrane resistance of the fiber. From the three-dimensional analysis in Part A of this article, it was found that the recorded potential, $V$, could be thought of as the sum of two components. One component, given by $L(x,r_m)$, was identical to the classical one-dimensional expression for the spread of potential along the longitudinal axis of the fiber:

$$L(x,r_m) = \frac{1}{2} i_0 (r_m r_l)^{\frac{1}{2}} e^{-x/\lambda}$$  \hspace{1cm} (II.1-2)

where current is injected in the middle of a fiber of semi-infinite length and

$$\lambda = (r_m/r_l)^{\frac{1}{2}}$$

†Where $r_m$ is the resistance of the membrane in one unit length of the fiber and $r_l$ is the resistance of one unit length of cytoplasm, $R_m$ is the resistance of 1 cm² of membrane and $R_l$ is the volume resistivity, of the cytoplasm of the fiber and $a$ its radius. $i_0$ is the current injected at $x = 0$ and $V_0$ is the hypothetical potential predicted at $x = 0$ in one-dimensional cable theory.
The second component, given by $S(x, \theta)$, described the effects of the threedimensional spread of current in the cell. This second term was found to be independent of the membrane properties, provided that the length constant was not smaller than the fiber diameter. Hence it is constant at any position $x, \theta$, relative to the current electrode. Restated, the complete equation describing the spread of potential within a cylindrical cell about a point source of current is:

$$V(x, \theta) = L(x, r_m) + \frac{r_a}{2} S(x, \theta)$$  \hspace{1cm} (II.1–3)

Our problem here is to devise some experimental technique to eliminate or conceal the effects of the second term in equation (II.1–3) so that we can determine the hypothetical potential, $V_o$, which can be used in the one dimensional equation (II.1–1). One method would be to measure the potential at several points along the fiber, away from the current electrode, take the logarithm of these values and plot them against the corresponding values of $x$. Since the value of $S(x, \theta)$ in equation (II.1–3) becomes negligible at relatively large values of $x$, the one-dimensional term in this equation dominates and the plotted points will fall along a straight line with slope $1/\lambda$ (for detailed discussion see Falk and Fatt, 1964). The line is extrapolated back and the point at which it intercepts the voltage axis at zero $x$ gives the voltage we need to compute the required input resistance. This, voltage, it must be remembered, is not the true membrane voltage at zero electrode separation, or, for that matter, at small finite electrode separations. However, it is the hypothetical voltage that is given by equation (II.1–1) and which can be used, together with the values of $R_i$ and radius, $a_i$ of the fiber, to compute the value of the specific membrane resistance, $R_m$.

In order to describe our second method to determine the hypothetical voltage, $V_o$, for which equation (II.1–1) is true, we need to reconsider the one-dimensional cable equation. If the electrodes are a finite distance apart, then the potential displacement given by this equation falls short of the value for $x = 0$. This is not a trivial point and we can illustrate it with an example. If the length constant is 1 mm, and the electrode separation is 100 $\mu m$, not unrealistic values for many circumstances, the potential recorded at this small electrode separation falls 10% short of the theoretical value for $x = 0$, and the discrepancy of course is greater for smaller length constants and greater electrode separations. The first method described above not only allows us to circumvent the effects of the three-dimensional spread of current but allows us to obtain a closer estimate of the potential for zero electrode separation to be used in equation (II.1–1).

Our second method of obtaining the potential, $V_o$, to be used in equation (II.1–1) is to make use of the effects of three-dimensional spread of current. We now recall that the three-dimensional correction term in equation (II.1–3), $S(x, \theta)$, has positive values for moderate angular and longitudinal positions of the electrode relative to the current electrode. Now let us suppose that we could determine a position for the voltage electrode such that the positive
value of the correction term, $S(x, \theta)$, exactly equals the decrement in potential (because $x \neq 0$) predicted by one-dimensional theory (i.e. the first term in equation (II.1-1)). Even though we do not measure the membrane potential displacement at zero electrode separation, as one-dimensional cable theory dictates, we could with this trick, measure the potential that this theory would predict at zero separation. We accept the fact, therefore, that there are effects due to the three dimensional spread of current within the cell and make use of them to allow us to to determine the potential we would measure if the current came from an infinite plane source or less than ideal, a disc that filled a cross section of the fiber, in other words, the three-dimensional effects of current spread did not exist. We, in effect, make a real cylindrical cell behave like an imaginary, one-dimensional cell.

Restating equation (II.1-3)

$$\frac{V(x, \theta)}{i_0} = R_p^* = \frac{1}{2} \sqrt{r_m r_i} e^{-x/\lambda} + \frac{r_i a}{2} \cdot S(x, \theta)$$  \hspace{1cm} (II.1-4)

Thus

$$\frac{R_p^*}{\frac{1}{2} \sqrt{r_m r_i}} = e^{-x/\lambda} + \frac{a}{\lambda} S(x, \theta)$$  \hspace{1cm} (II.1-5)

But $e^{-z}$ is defined by the series sum

$$e^{-z} = 1 - z + \frac{z^2}{1 \cdot 2} - \frac{z^3}{1 \cdot 2 \cdot 3} + \frac{z^4}{1 \cdot 2 \cdot 3 \cdot 4} \cdots$$  \hspace{1cm} (II.1-6)

So that we can write an approximation to equation (II.1-5) thus

$$\frac{R_p^*}{\frac{1}{2} \sqrt{r_m r_i}} \approx \frac{a}{\lambda} S(x, \theta) + 1 - \frac{x}{\lambda} + \frac{x^2}{2 \lambda^2}$$  \hspace{1cm} (II.1-7)

The question now to be answered is, what values of $x$ brings the right-hand side of equation (II.1-7) equal to 1. When the right-hand side of equation (II.1-7) equals 1 then $R_p^* = \frac{1}{2} \sqrt{r_m r_i}$ as we desired. This value of $x$ is clearly

$$\frac{a}{\lambda} S(x, \theta) \approx \frac{x}{\lambda} - \frac{x^2}{2 \lambda^2}$$  \hspace{1cm} (II.1-8)

As a first approximation, for small values of $x/\lambda$, $R_p^*/\frac{1}{2} \sqrt{r_m r_i}$ would approach unity when

$$\frac{a}{\lambda} S(x, \theta) \approx \frac{x}{\lambda}$$  \hspace{1cm} (II.1-9)

that is to say, when

$$\frac{x}{a} = S(x, \theta)$$  \hspace{1cm} (II.1-10)
At such a distance, \( x \), and angle, \( \theta \), the calculated value of the input resistance, \( R^*_p \), from the measured value of potential \( V(x,\theta) \) would come closest to equaling that given by \( \frac{1}{r_m r_i} \) of one-dimensional theory. Note also that this position is independent of \( \lambda \), that is to say, as a first approximation, it is independent of the membrane resistance or impedance should these change from measurement to measurement.

A better approximation is obtained by including an additional term in the series expansion of \( e^{-x/\lambda} \), which gives

\[
\frac{x}{a} = \left[ 1 - \frac{1}{2} \frac{a}{\lambda} S(x,\theta) \right] \left[ S(x,\theta) \right] \quad (II.1-11)
\]

Using our first approximation, equation (II.1-10), we can see from Table 3 that for an electrode separation, \( x/a = 0.5 \), the angular position of the voltage electrode which would give a value of \( S(x,\theta) = x/a = 0.5 \) is between 22.5 and 45 degrees. A closer estimate is obtained by inspection of the curve \( x/a = 0.5 \) in Fig. IV.4-3 of Part A. This estimate is about 38 degrees. One could choose to have the electrodes in line with no angular separation and choose a value of \( x/a = S(x,\theta) \). However, in this case, \( S(x,\theta) \) varies steeply with \( x \) and slight errors in position make it difficult to use this technique.

III. THE A.C. CASE

III.1. A Brief Description and Derivation of the Generalized Frequency-dependent Length Constant

We have already indicated that although the solution we have obtained for the three-dimensional spread of potential within cells are steady-state solutions, we can nevertheless use these solutions to obtain non-steady-state solutions. The rationale and detailed description of how to perform this feat cannot be given here. But suffice it to say that we define new currents and voltages, which are uniquely related to the real physical currents and voltages, but which do not require functions of time to describe them. This method is that of the Laplace transform and with it, the non-steady-state solution of electrical problems, where the currents and voltages can be any function of time, are obtainable from the steady-state solution of the problem (Van Valkenburg, 1964).

However, let us restrict ourselves to a consideration of the case where we allow the membrane potential or the injected current to vary in time in a rather special way, namely as a sinusoidal function of time. When we do this, the impedance presented to current flow by the capacitive elements of the membrane is considerably simplified and is more easily analysed mathematically. Furthermore, if we consider only the peak values of the currents and voltages, recognizing that these may not occur at the same time, we can obtain with relative ease many of the qualitative features of the response of the system to, for example, a step or pulse of current, as well as some quantitative information with regard to the response to a steady sine wave of current.
We can illustrate this procedure by applying it to the steady-state solution for the one-dimensional cylindrical cell, in which the membrane behaves as a resistance and capacitance in parallel. The total membrane current, \( I_T \) is given by
\[
I_T = \frac{V}{R_m} + C_m \cdot \frac{dV}{dt} \tag{III.1-1}
\]
If the imposed voltage is a sinusoid, i.e. \( V = V_p \sin \omega t \) where \( \omega = [\text{radians}] \) [sec\(^{-1}\)], \( \omega = 2\pi f \), where \( f \) is frequency [Hz]), then
\[
I_T = \frac{V_p \sin \omega t}{R_m} + C_mV_p \frac{d}{dt}(\sin \omega t) \tag{III.1-2}
\]
\[
I_T = \frac{V_p \sin \omega t}{R_m} + C_mV_p \omega \cos \omega t \tag{III.1-3}
\]
From equation (III.1-3) we can see that the capacitive current, unlike the resistive current, varies with frequency. When the frequency is zero, i.e., at d.c., all the current through the membrane is resistive, whereas at a sufficiently high frequency, almost all the membrane current is capacitive and out of phase with the applied voltage. In our analysis here, we shall only consider the peak values of the voltages and currents and relinquish the fact that they do not occur at the same time. However, we can only do this after we have added up all the currents and voltages in the problem, and since we cannot add, for example, two sinusoidally varying currents unless we know the phase relationships between them as well as their peak values, both phase as well as amplitude of the voltages and current must be considered. In order to prepare the steady-state solutions to give us the peak value of the sinusoidally varying transmembrane potential, we first replace the membrane resistance, \( r_m \) by the membrane impedance, \( z_m \). Now since the membrane impedance must contain enough information to enable us to recover the ratio of two time varying functions (the ratio of the membrane voltage and the injected current) the quantity that described the impedance, the impedance function, must contain information with regard to the time relationship between the two quantities (phase), as well as to their magnitude. We shall, therefore, not be so surprised to learn that the impedance is not given by one number but by a pair of numbers, a complex number. Such a number consists of two parts, one which is called the real part, \( a \), and the other, the imaginary part, \( jb \), where \( j = \sqrt{-1} \) the whole number being written as the pair, \( a + jb \).†

†The reader should be reminded that the nomenclature of complex numbers is most unfortunate: the numbers are not "complex" in the sense that they are complicated, since in fact they follow rules very similar to those applicable to ordinary numbers. Furthermore, the "imaginary" part of a complex number is fully as significant as the "real" part; and may have just as much physical meaning. Finally, it should be pointed out that the phase and amplitude of a complex number do have separate physical significance; in the case of the complex impedance one (phase) describes the time relation between current and voltage, the other the amplitude relation. However, the phase and amplitude of the impedance are not the same as the real and imaginary parts of the impedance, and indeed both the real and imaginary parts must be used in calculating phase and amplitude.
Thus, we replace the quantity \( r_m \), which is given by an ordinary number, by the membrane impedance, \( z_m \), which is described by a complex number. In doing so we shall find that we have factors and/or exponents in the equation which contain products, ratios, square roots, etc., of ordinary and complex numbers. The next step is to perform the complex algebra, following the rules for the arithmetical manipulation of complex numbers, so that we have a single complex number where we had originally ratios, products, square-roots, etc.

Taking the steady-state solution of the one-dimensional cable equation, as an example,

\[
V = \frac{1}{2} i_0 \sqrt{r_m r_1} e^{-x/\sqrt{r_m r_1}} \quad (\text{III.1-4})
\]

where the factor in the exponent \((r_m/r_1)\) is usually called the d.c. length constant, \( \lambda \).

Replacing \( r_m \) by \( z_m \) in equation (III.1-4), we get,

\[
V = \frac{1}{2} i_0 \sqrt{z_m r_1} e^{-x/\sqrt{z_m r_1}} \quad (\text{III.1-5})
\]

However, we know that, in general, \((z_m/r_1)\) will be a complex number. Thus \((z_m/r_1)\) in the exponent of equation (III.1-5) cannot, in general, have the same significance as \( \lambda = (r_m/r_1) \) in the exponent of the steady-state equation. In the latter, \( \lambda \) is a real number which gives the length at which the potential displacement has declined to \( \exp(-1) \) of its value at the site of injection of a steady current. Since length can only be described by a real number, the complex number \((z_m/r_1)\) cannot have the same meaning. The, in general, complex nature of the exponent in equation (III.1-5) is best recognized by putting it in the form of the product of the real number, \( \alpha \), and a complex number, \( \gamma \), where \( \gamma = \alpha + j\beta \). The name given to \( \gamma \) in transmission line theory (King, 1965) is the propagation constant since it contains information as to the way the phase as well as the amplitude of the potential varies with distance down the fiber. The name of \( \alpha \) is the attenuation constant and that of \( \beta \), the phase constant.†

The question now arises as to whether we can define a quantity similar to \( \lambda \) of the d.c. solution. That is to say, can we define a length, \( \lambda^* \), at which the peak value of the sinusoidal displacement in transmembrane potential declines to \( \exp(-1) \) of its value close to the site of injection of current. Analysis shows that we can, as was first pointed out in the physiological literature by Falk and Fatt (1964), and this length, \( \lambda^* \), is given by the reciprocal of the real part (R.P. denotes real part), of the complex number, \( \gamma = \alpha + j\beta \). So that

\[
V_p = i_p(z_m r_1)^\gamma \exp\left(-x/\lambda^*\right) \quad (\text{III.1-6})
\]

† At d.c., the attenuation constant \( \alpha = 1/\lambda \) where \( \lambda \) is the physiologists' measure of attenuation. It is, we think, unfortunate that this additional constant \( \lambda \), was defined since at other than d.c. it does not give attenuation nor is there a simple relation between \( 1/\lambda \) and \( \alpha \) and \( \beta \) of transmission line theory. Indeed the propagation constant, \( \gamma \), is defined such that the attenuation is given by \( \exp(-\alpha x) \) at all frequencies.
where \( V_p \) is the peak value of sinusoidal voltage, similarly for \( i_p \). \( z_m \) is the magnitude of the impedance and

\[
\lambda^* = \frac{1}{\alpha}
\]  

(III.1–7)

and furthermore,

\[
\lambda^* = \frac{1}{\alpha} = \frac{1}{\text{R.P.} \left[ \sqrt{\frac{r_i}{z_m}} \right]}
\]  

(III.1–8)

The reader should be warned that because of the rules of complex algebra,

\[
\frac{1}{\text{R.P.} \left[ \sqrt{\frac{r_i}{z_m}} \right]} \neq \text{R.P.} \left[ \sqrt{\frac{z_m}{r_i}} \right]
\]  

(III.1–9)

To simplify the complex algebra that is involved, we shall take the case where the frequency of the applied current is sufficiently high that the membrane current is largely capacitive, that is to say, the membrane impedance, \( z_m \), is simply that of a capacitor, which is \( 1/j\omega c_m \).

Substituting this expression for \( z_m \) in equation (III.1–5), we get

\[
V_p = i_p \cdot \frac{1}{2} \sqrt{\frac{r_i}{j\omega c_m}} e^{-\gamma}
\]  

(III.1–10)

where

\[
\gamma = \left[ \frac{1}{j\omega c_m r_i} \right]^+ 
\]  

(III.1–11)

Simplifying equation (III.1–11) using the rules of complex algebra, we get

\[
\gamma = \alpha + j\beta = \left[ \frac{\omega c_m r_i}{2} \right]^+ + j \left[ \frac{\omega c_m r_i}{2} \right]^+ 
\]  

(III.1–12)

So that

\[
\text{R.P.} [\gamma] = \alpha = \sqrt{\frac{\omega c_m r_i}{2}}
\]  

(III.1–13)

For this particular case, where the frequency of the applied current is so high that \( z_m = 1/j\omega c_m \), then the length constant, \( \lambda^* \), is given by

\[
\lambda^* = \frac{1}{\alpha} = \sqrt{\frac{2}{\omega c_m r_i}}
\]  

(III.1–14)

or

\[
\lambda^* = \sqrt{\frac{1}{\pi f c_m r_i}}
\]  

(III.1–15)
From this expression one can see that the length constant has a value (in fact a maximum value if the membrane has no inductive elements) at d.c., given by \( \lambda \). As the frequency of the applied current is increased the length constant decreases, approaching, at sufficiently high frequencies, in the case of a simple parallel arrangement of resistance and capacitance, the value \( \lambda^* \), given by \( \frac{1}{\pi f c_m r} \). Thus we can use this equation to assess whether, at a given frequency, the three-dimensional spread of current within the cylindrical cell is of importance. The value of \( \lambda^* \) can be calculated, and the ratio \( \lambda^*/a \) obtained. Table 2 lists the factor by which the voltage predicted by one-dimensional cable theory must be multiplied to give the voltage predicted by three-dimensional cable theory, for various values of the ratio \( \lambda^*/a \) of interest.

If the waveform of the injected current is not a steady sinusoid but a step, pulse or ramp then a useful rule of thumb is that fast rates of change correspond to high frequencies. It can be shown that, in fact, any waveform of current (or voltage) can be described by a series of sine waves of differing frequencies and amplitude of varying phase relationships to one another. For example, with this rule, we can see, qualitatively that during the start of a step of current the effective length constant can momentarily become very small and hence the displacement of true transmembrane potential can deviate considerably from that predicted by one-dimensional theory. This idea of a frequency-dependent length constant is one that it is well to keep always in mind for with the rule of thumb referred to above one can deduce many of the qualitative features of the spread of current within a cell, without performing a complete analysis.

IV. THE SPHERICAL CELL

The mathematical analysis of the effects of the three-dimensional spread of current within a spherical cell was not successful in that we could not sum a series and so were unable to calculate the magnitude of the three-dimensional effects. However, as in the case of the cylindrical cell, our analysis showed that the potential at any point within the cell (with respect to the outside) was given by an expression which separated into two terms.

\[
V(r,r',\theta) = F(R_m) + G(r,r',\theta)
\]  

(IV.1–1)

where \( r \) is the radial position of a point source of current, \( r' \) is the radial position of the point at which the voltage is measured and \( \theta \) is the angular separation of these two points. One term, \( F(R_m) \), is identical to that which one would obtain if it was assumed that the current caused no potential gradients within the cytoplasm in its passage from the current source to the membrane. The second term, \( G(r, r', \theta) \), depends solely on the resistivity of the cytoplasm and accounts for such potential gradients. As for the cylindrical cell, for any given position of the voltage electrode relative to the current electrode, this term is constant in that as a first approximation it is indepen-
dent of membrane properties. The term which depends on membrane properties, is, the first term, \( F(R_m) \). However, unlike the cylindrical cell, the only factor in the first term involving the membrane properties, is, the input resistance of the cell and this factor is not given by \( \frac{1}{4}(r_m r_l)^b \) but simply by \( R_m / 4 \pi a^2 \). The absence of the square root in the case of the spherical cell therefore makes the magnitude of the first term very much more sensitive to changes in membrane properties, \( R_m \) (or \( Z_m \)). Thus we would predict that as \( R_m \) or \( Z_m \) decrease, the importance of the effects of the three-dimensional spread of current, that is to say the magnitude of the second term, \( G(r, r', 0) \), relative to the first, \( F(R_m) \), would become noticeable at higher values of \( R_m \) or \( Z_m \) than in the cylindrical cell.

Hellerstein (1968) has analyzed the three-dimensional spread of current within a spherical cell about a point source of current and concludes that there are no potential gradients of any significance within the cytoplasm at any time. However, an analysis of his solution at small electrode separations does not support this conclusion (personal communication, E. Engel and R. S. Eisenberg).

REFERENCES


