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Abstract. When there is a steady net flux in a system of interacting particles, the
microscopic structure of the system can no longer be determined from the Boltzmann equi-
librium distribution (partition function). Nonetheless, the pair correlation function can be
calculated for a non-equilibrium system of diffusing particles with pair wise interactions by
solving partial differential equations. These are Poisson-Nernst-Planck-type equations that
involve the pair correlation function, as described below. Equilibrium results are recovered
when no-flux boundary conditions are imposed on the solutions. When non-homogeneous
boundary conditions are given for these equations, the solutions describe densities and
electrostatic potentials of particle systems not in equilibrium. The construction of a pair
function under these conditions will be a new result in statistical physics. A relation be-
tween a higher and a lower order correlation function has to be assumed, as in equilibrium
statistical mechanics. In applications to channel permeation the iterative scheme used to
construct the pair correlation function will lead to a prediction of current through an open
channel, given the spatial structure and fixed charge distribution. The pair correlation
function contains finite size effects that lead to blocking in a narrow channel and possibly
to selectivity.

1 Definitions

Permeation of ions from one electrolytic solution to another through a protein chan-
nel is a biological process of considerable importance. Permeation occurs on a time
scale of micro- to milliseconds, far longer than the femtosecond time scales of atomic
motion. Direct simulations of atomic dynamics are not yet possible for such long
time scales; thus, averaging is unavoidable. The question is what and how to average.
Specifically, we consider a solution containing Ny, ions of type h (h = Na*, C17,Ca™*,...),
> n N = N. We denote the coordinates of a point by = (z,y, ). We number the
ions in the solution at time ¢ = 0 and denote the vectors of coordinates and velocity of
the j-th positive ion at time ¢ by ac?(t) and :i:?(t), respectively, the coordinate vector

e-mail address: schuss@post.tau.ac.il
e-mail address: boaz.nadler@yale.edu
e-mail address: amit_sin@zahav.net.il

1
2
3
4e-mail address: beisenbe@rush.edu



of all ions in configuration space is denoted & = (a:]lv oz N:'.;>, while in analogy,

the vector of all velocities is denoted as & or ©. For future reference, the vector of
coordinates of all 2N — 1 ions, excluding the j-th ion of type h is denoted ii:? Our
point of departure is the following memoryless system of Langevin equations. For
h =Na® Cl~,Ca*™, ...

.. o @) [k
gt (@) el = 20 [T (=10, (L)

where a dot on a variable denotes differentiation with respect to time, f? (Z) denotes
the electrostatic force acting on the j-th ion of type h, v"() is the location dependent
friction coefficient per unit mass of the ionic species of type h, and 'w;l are, by assump-
tion, independent standard Gaussian white noises. The parameter kg is Boltzmann’s
constant, T is absolute temperature, and m” is an effective mass of an ion of type
h. The electrostatic forces consist of inter-ionic attractions and repulsions, the im-
posed external field, and a self force near dielectric interfaces. When Lennard-Jones
repulsions are included and no flux boundary conditions are imposed, the equilibrium
theory of [?]-[?] applies. It does not apply when a steady flux is flowing through the
System.

2 Densities

We denote by c”(x) the time-averaged steady state concentration of ions of species h
at location x. In the scaling

M(x) = p"p" (), (2.1)
the factor p” is the average density of ions of type h in the bath,
1
Pt = —/ch(a:) dx, (2.2)
1€ Jo

where || is the volume of €. Thus the function p"(x) is the probability density
function of finding an ion of type h at the point @ in the bath.

The joint pdf of ions of types h,h' at points x,y is denoted p™" (x,y). The

conditional pdf of ions of type h' at y, given an ion of type h at x is denoted p"' 1" (y | z).
It is related to the joint densities by
hoh!
W \h _ (= y)
Py lx) = : (2.3)
p'(x)

Similarly, p™"*"(z,y, z) denotes the joint density of ions of types h, b/, b located at

x,y, z, respectively, p""" " (z |y, x) denotes the conditional density of ions of type
h" at z, given ions of types A’ and h located at y and @, respectively, and so on. We
have

h,h/,h”(

p T,Y, z)

h”|h’,h<
P (z, y)

p z|ly x) = (2.4)



3 Nernst-Planck equations for one and two ion
densities

We denote by p?(as), j=1,...,N" the stationary probability density function (pdf)
of the location of the j-th ion of species h. By definition, the pdf of a single particle
is simply the marginal density of all particles integrated over all particle locations
except the j-th ion of species h,

Pie) = [, pa(@)aa: (3.1)

J

Since all ions of a given species are indistinguishable, p?(a:) = p"(x), for all j.
The quantities ¢"(x) and p"(x) are related by

"(x) = N"p"(x). (3.2)

The concentration ¢*(x) is the physical density of ions and it integrates to the total
number of ions of species h in the solution. An equation for p"(zx) readily turns into
an equation for c*(x) by the relation (?7).

Starting from the Langevin model (?7), the following equation for the single par-
ticle probability density was derived in [?]-[?],

0=Vg- Jh(a:) = Vg - (%ph(w) _ #hj;m)vah(w)) ) (3.3)

where J h(m) is the probability flux density of a single ion of type h, given by

T (zh) = /Q T (@) (3.4)

and
7@ = [ g fi@py-i(a} ) = z)ds). (35)

is the average force on an ion of type h.

Equation (?77?) is a Fokker-Planck type equation for the probability density of a
single ion of species h. It is defined in the finite domain €2, and contains an average
force fh(:c) whose calculation, according to eq.(??), depends on the conditional prob-
ability density of all ions, given the phase space coordinates of the j-th ion of species
h. However, this conditional density depends on the solution of the full Fokker-Planck
equation for all N particles. Therefore all of these quantities are coupled, and the
Fokker-Planck equation for the stationary probability density of a single ion cannot be
solved independently of the full Fokker-Planck equation of all other ions. Obviously,
equation (?7?) is not very useful as long as its force term is not known.



However, even if the force term is known, boundary conditions on 02 must be
specified in order to determine the unique solution for p"(z). Obviously, on 0,
pl(x) satisfies no flux boundary conditions,

J"(x) v

= 0. (3.6)
T € 8QR

In addition, on dQp, according to our assumptions, the concentrations c(x) are
maintained at fixed known values by the feedback mechanism. Therefore, regardless
of the exact method by which the feedback mechanism maintains these concentrations,

()

CCE@QF_ Nh '

p'(x) (3.7)

3.1 The average force

In the case of charged ions in solution, the ion-ion interaction forces are pair-wise
additive, and thus the force on the j-th ion of species h can be written as

@) = fl@h)+ Y a2, (3.8)

(4,h")#(5:h)

where fh’h/ is the ion-ion interaction force that an ion of type A’ acts on an ion of
type h. It includes both Coulombic interactions as well as short range interactions,
such as excluded volume or Lennard-Jones potentials. Note that this force is not
necessarily radial, due to boundary conditions on 02 for the corresponding Poisson
equation. The force f"; contains both the effects of an applied external field as well
as the dielectric self-force near dielectric boundaries [?], [?].

As shown in [?], with the specific form (??) for the force on a single ion, equation
(?7?) for the average force F" simplifies to

@) = fly=) + (3.9)
(N"—1) /Q "y, )" (y|x)dy + Eh: N /Q M (y, 2)p" 1" (y|z)dy,

where p"'"(y|x) is the conditional probability density of a type A’ ion at location y,

given that an ion of species h is located at @,

p ) =Y (3.10)

According to equations (?7?),(??) and (?7?), the solution for the single particle density
p"(x) depends on the pair probability density functions p™" (x, y).



Thus, we now write an equation for the pair densities. Employing similar methods
to those of [?], we obtain that p™" (z,y) satisfies the following equation

Vard ! (a: y> + vyh/Jyh,< ) —0 (3.11)

where J M (@, y) is given by

_h,h,
(

€T, / k T ’
f y)ph,h (CE, y) - vaphﬁ (QU, y)) ) (312)

h,h' _ L\
Tar (@.9) = ~Va (Mfwh(w) M (@)

hh . . .. .
and J y’h, is given by a similar expression.

The force }'h’hl(w, y) appearing in (?7) is the average force on an ion of species h,
given an ion of species h' located at y. In general it is given by

}’hﬁ/(m?y): R fmh( )pN-2 (T |w =, w —y d-’iﬁf}h' (3.13)
Q

7.]

while for the case of pair-wise additive forces, it can be simplified to

Pay) = @)+ P @)+ (V1) [Pz (el y) dz
+(N? — / M (@, 2)p" M (z|a, y)dz (3.14)
n Z Nh”/ P (e, 2)p I (2|2, ) dz
h'£h R
for h # h' and a similar expression for h = h/. In these equations p""' " (z|x, y) is

the conditional density of a type h” ion located at z, given the presence of a type h
ion at « and a type b’ ion at y,

P (@, y, 2)

P (e, y)

PR (3.15)

p zlx,y) =

h,h!

As seen from (?7?), the determination of the forces " (x,y) appearing in eq.
(??), requires the determination of the triplet densities plohh” (z,y, z). In the case of
either equilibrium or non-equilibrium infinite systems, closure relations relating the
triplet densities to the pair densities are employed in order to close the system [?],
[7].

However, since in our case we are concerned with a finite system, a closure re-
lation between the triplet and the pair densities is not enough to close the system.
Specifically, the Smoluchowski type equation (??) is defined in the finite domain
(x,y) € Q x Q. Therefore, to uniquely determine its solution, boundary conditions
have to be prescribed on the domain boundaries, e.g. for (x,y) € 9 x Q and
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(x,y) € Q x I0. Only after these boundary conditions are specified, the pair corre-

lation function p™" (z,y) is completely determined, provided the forces }’h’h/ (z,y)
are known.

As in the case of the single ion densities, the boundary conditions for the pair
densities should also be determined by the action of the feedback mechanism. For the
case of the single ion densities we assumed that the action of the feedback mechanism
is to keep an average fixed concentration on the domain boundaries. This leads to
the natural concentration boundary conditions (?77).

4 Boundary Conditions and the feedback mecha-
nism

To understand the need for boundary conditions, we consider the full Fokker-Planck
equation for the joint pdf of all particles, py. Since all trajectories are confined to
the finite domain €, this equation is defined in (2. By definition, a complete physical
description of the system is one that yields a unique solution for py. However, in
defining the problem the exact injection method of new particle trajectories by the
feedback mechanism is not specified in detail. Rather, it is only stated that the action
of the feedback mechanism is instantaneous, leading to conservation of the number
of particles, and that the feedback mechanism keeps fixed average concentrations at
the boundaries. This is obviously not a complete physical description as it does not
describe the exact method employed by the feedback mechanism in injecting new
particle trajectories (for example, their location, etc.).

For the derivation of boundary conditions for the joint pair density function, we
first consider two exactly solvable cases. The first one is that of equilibrium, which
is characterized by vanishing flux. The other is that of a system of independent
(non-interacting) ions diffusing in an external potential V(x) between two fixed con-
centrations. The equilibrium case, as far as boundary conditions are concerned, is
trivial and un-instructive. However, it can be used as a benchmark, because non-
equilibrium results have to reduce to equilibrium results in the limit of vanishing
flux. Specifically, we assume now that the interaction forces are pairwise additive, so
that the total potential of the system, denoted Uy, is given by

Un(&) = Z U(l; — ;1) (4.16)

We also assume, for the sake of simplicity, that the friction is state-independent. Thus
the Langevin equations (?77?) take the form

. : 1 - : :
wi+’ywi+mvw? Un(z) = V2w, i=1,2,...,N, (4.17)
where
ST
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In an overdamped system the stationary Smoluchowski equation for the joint pdf of
all ions takes the form

0= Y Vi |3 Viln(@nn(@) + 1 V(@) = vaj @), (@19

The equilibrium condition of vanishing flux is
Ji(x)=0, forally,
and the solution of the Smoluchowski equation (?7?) in this case is

e_UN(i)/kBT

where Z is the configurational partition function of equilibrium statistical mechanics
[?], [?]. An insight into non-equilibrium problems can be gleaned from the second
case, that is, from a system of independent (non-interacting, i.e., uncharged) particles
diffusing in an external potential V' (x) between two fixed concentrations. In this case,

N

Un(@) =) V(x)). (4.19)

Since the ions are independent, the solution of the Nernst-Planck equation for the
joint probability density in configuration space is given by

N

pn(@) = [ [ pla;), (4.20)

Jj=1

where p(x;), the probability density of the j-th ion, is the solution of the three-
dimensional Smoluchowski equation

1
0=Va, 37 |Va,Viw))p(a;) + kpTVa,p())| = ~Va, - Jile;)  (421)
with vanishing flux conditions on reflecting boundaries and given concentrations on
the other boundaries. Note that the concentrations have to be normalized so that the

condition
/ p(x)der =1
Q

is satisfied. We denote the reflecting boundaries by 0€2,., and the part of the boundary,
where the feedback mechanism maintains fixed concentrations, by 9€2r. The bound-
ary conditions determine the boundary fluxes, Jj(x;) - v(x;) = 0 for x; € 09, and
Ji(x;) - v(zx;) # 0 for x; € 0Q0p, which are the same for all j. We denote the single
ion probability flux density on the boundary 9 by J'(x) and assume henceforward



that it is known. The Smoluchowski equation for py(&) in eq.(??) is eq.(??) with
Un(Z) given in eq.(??). This means that

Ji(@) = T (x;) [ [ p(®:) = T (@))pn-r(&5) = T (@))pn—1 (&5 | @), (4.22)
i#j

The last equality in eq.(??) expresses the independence of ; of the remaining &,. This
conditioning anticipates the case of dependent ions. This means that the boundary
condition for the joint pdf py (&), when x; € 002 and &, € Qj is eq.(??). Equation
(?7?) with the known J*(x) means that the feedback mechanism removes and inserts
ions into the system at the boundary, depending on the configuration of ions inside
the domain, with a flux that maintains the boundary concentrations. With this
interpretation in mind, we adopt the relation (??) as the connection between the j-th
component of the 3N-dimensional flux and the the 3-dimensional singlet flux of the
j-th ion on the boundary. Thus the boundary condition for the joint pdf py (&) is

J;(@) - v(x;) = T (x;) - v(@)py- (@5 | ®;) fora; €00, &; € Qy,  (4.23)

where v(x;) is the unit normal to the boundary at the point x; € 99, and J' () is

the single ion boundary flux density, determined by the single ion density in eq.(?7?).

The boundary condition (??) can be written as
dlogpy(x) OU(x)

—kgT () — () = M~yJ'(x;) - v(x;)

prl(if?z' ‘ wz)

@) (4.24)

for x; € 89, x; € Qz

Integration of eq.(??) over the domain with respect to any number of coordinates
gives the boundary conditions

Ji(x1, xa, ..., xp) - vi(X1, T, ..., X)) = jl(azi) -v(x)p(xr, @o, ..., i | ;) (4.25)

for ®; € 00, x1,xa,...,x; € Q, (i > k). The boundary condition (??) holds for
the flux of each species h, where the one-dimensional flux J(x;) is that of species h.
This condition is equivalent to the boundary conditions

alOng(wl,wm--wiL‘k) r

—kgT (@1, o, ..., xp) - Vi(X1, T, ..., T
B 5ui(m1,w2,...,$k) + fz( 1,42, ) k) z( 1, L2, 3 k)

5 (4.26)

for ®; € 0Q, x1,22,...,2; € Q, (i > k). The force f,(x1,o,...,x;) is the force
acting on ion ¢ at the boundary point @;, given the coordinates of the first k ions,
(x1, X9, ...,x). In particular, the boundary conditions for the pair density are

I (@i a;) v(@) = T"(@) - vi@)p" M (a;|z;) for ;€ 0Q, x; € A4.27)

)
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or equivalently,

T Ol i) + P (i) - () = M) ) D )
ov(zx;) ! ‘ ’ P (@i, ;
(4.28
h(p. Y. )
= Mhyhj (m}z) v(z:) for x; € 9Q, x; € Q.
pM(@;)
Note that in the general case the single ion flux J "(x) is not known on the boundary,
due to the unknown forces f,(x1,@s,...,x;) for all combinations of species. Thus
the boundary conditions eq.(??) couple the equation and boundary conditions for
P (x;, ;) to those of p(x), and the same is true for all p" " (x), @y, ... x;) of

all combinations of species. The probability flux density components J Zc?/(a:“ x;) -
v(x;) for & € 00, x; € Q, of the six-dimensional flux of p"" (z;, x;) are the three-
dimensional “normal components” of the boundary flux. The boundary condition
(??) requires some clarification when p"*(z) = 0 for £ € 99, y € Q. In this case the
boundary condition for p™" (x, y) is

P (@,y) =0 forz €0, yeQ (4.29)

because

P (e, y) < pla) forall x,y € Q.

With these boundary conditions, the Smoluchowski equations for all p"(z) and p™" (z, y)
are coupled through the single ion fluxes J"(z) and the forces. The the concentra-
tion and flux boundary conditions determine the single ion density and the joint pdfs,
provided the forces are known. However, the forces are unknown and require further
analysis.

5 Summary and Discussion

The feedback mechanism may be an actual device, as in a chemical reactor. Alterna-
tively, one may think of a smaller macroscopic subsystem, containing a macroscopic
or microscopic channel, that connects two effectively infinite reservoirs with fixed con-
centrations at infinity. In this case, the boundaries of the subsystem can be chosen
anywhere in the reservoirs, far enough from the connecting channel, at a location
where the concentrations can be assumed known. This is the case, for example, in
the description of ionic permeation through a single protein channel: the diffusion
current through the channel is so small and the two baths are so large that the con-
centrations of the two baths, sufficiently far from the channel, are effectively uniform
and equal the bulk concentrations [?]. In this case the number of ions diffusing in the
subsystem undergoes fluctuations in time. Neglecting these fluctuations is equivalent
to assuming that there is an external feedback mechanism on the boundaries of the



subsystem that maintains both fixed averaged concentrations at the boundaries and
a fixed number of ions in the system. We have found the boundary conditions that
the pair correlation function in a non-equilibrium system of uncharged diffusing ions
satisfies on the boundary of a finite domain. The equations and boundary conditions
are derived from a system of Langevin equations for all diffusing ions, coupled by
the pairwise interaction forces. These forces may be Lennard-Jones interactions, ex-
cluded volume, or any other type of interactions. If a closure relation is assumed,
the boundary conditions for the Nernst-Planck equations determine the singlet and
pair correlation functions uniquely. The boundary conditions drive the system out of
equilibrium, due to the net flux they create. In the absence of net flux the results of
equilibrium theory are recovered. This seems to be a new result in non-equilibrium
statistical mechanics.

The generalization of the present results to the diffusion of ions in solution is rel-
evant to biological applications in the theory of protein channels of biological mem-
branes. In this application the diffusion of ions through a protein channel embedded
in an impermeable membrane can be described in terms of a system of simple partial
differential equations and boundary conditions, thus reducing the enormous com-
putations involved in MD or Langevin simulations. The interaction forces become
significant within the confined volume of the protein, where ions block each other.
This case will be discussed in a separate paper.
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