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Simulation IAS-5, Computational Biomedicine, Forschungszentrum Jülich, 52425 Jülich, Germany
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ABSTRACT: The simplified coarse grained models of selectivity of
Nonner and co-workers predict ion selectivity for a variety of
different ion channels. The model includes the charged atoms of the
channel’s charged residues and permeant ions. However its MC
implementation does not take advantage of the increasingly large
body of structural information available. Here, we introduce the
location of the channel’s charged residues into the model’s
Hamiltonian. In the DEKA Na+ channel, this allows us to correlate
the lysine’s topological location directly with the predicted
selectivity. In the NanC channel, from Escherichia coli, the dramatic
variation in the resulting ion population predicts novel selectivity regions and binding sites that can be directly correlated with
structural information. These results have well-defined thermodynamic properties that are significantly modified by structural
detail allowing new insights with molecular detail.

■ INTRODUCTION

Ion selective channels are transmembrane proteins that allow
the flow of ions such as Na+,1−10 K+,11−20 Ca2+,21−28 and
Cl− 29−32 into and out of a cell. Measured selectivities for ion
channels are typically small, ranging from a modest 5−10:1 for
Na+ over Ca2+ in sodium channels to 1000:1 for Ca2+ over Na+

in calcium channels.33 This means an ion channel achieves
selectivity by very small (a few kBT) energy differences
compared to the energies of ordinary covalent bonds.
Experimental work carried out in ionic concentrations ranging
from 10−7 M to 1.0 M has greatly facilitated the investigation of
molecular mechanisms governing the selectivity.
Computations have also helped us understand the

mechanism and energetics of selectivity. On one hand, a
variety of molecular simulation methods have been used to
estimate the free energy of ion permeation through ion
channels, for which structural information is available (such as
K+ channels17−20 and recently a bacterial Na+ channel34,35).
However, these simulations have not studied the wide range of
ion concentrations used in experiments. On the other hand,
coarse-grain methods such as the charge space competition
(CSC) models of Nonner and co-workers,36−44 some using the
induced charge computation (IC) method,45 employ a
Hamiltonian based only on electrostatics and volume exclusion
in a Monte Carlo (MC) simulation, to provide quantitative
predictions of selectivity in Na+,46 L-type Ca2+,47−50 and RyR
Ca2+ 51−56 channels. These predictions come from the output
ion density profiles simulated over a wide range of well-defined
concentrations. The fact that the CSC model reproduces the

selectivity of such a large class of ion channels shows the critical
involvement of electrostatic interactions in determining
selectivity. However, because the relationship of the simplified
structure used so far in the charge space competition models
with the real structure is not known, the molecular origin of the
energetics seen from this model36,44,55,57−66 is still unclear.67

The charge space competition model uses drastic approx-
imations to structure, representing the ion channel protein as a
thick walled tube with rounded edges. These simplifications to
the geometry allow the CSC model Hamiltonian to use the
Poisson−Boltzmann equation directly, instead of a generalized
Born model, when computing the electrostatic interactions
(UIC) between the induced charge on the protein−water
dielectric boundary and all charged ions (in a computationally
efficient manner). The Hamiltonian also includes contributions
for the exact pairwise screened Coulomb potential (UC) and
hard object overlap (Uoverlap) (see the Methods section for
more details).
Charged amino acid residues from the ion channel (structural

ions, ions modeled as charged spheres) are restricted inside a
hard-walled cylinder representing the selectivity filter (shown as
the light blue cylinder in Figures 1a and 2a and b). We refer to
this model as the flexible charge space competition (FCC)
model (named from Giri et al.60) to indicate that the structural
ions are confined only inside this cylinder. Taking into account
where the charge bearing atoms of the side chains are located
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could allow the molecular mechanism of selectivity determined
from the model to be more directly compared with atomistic
models. Here, we present a localization procedure similar to Yu
et al.,19 which we call the localized charge space competition
(LCC) model, that extends the FCC implementation to
introduce a parabolic potential well on the positions of the
structural ions (UR,i). We use the LCC in two ways, to study
the impact of particle location in an abstract model on the
prediction of selectivity (focusing on the DEKA Na+ channel)
and to take an atomistic structure from experimental results to

screen for areas of potential interest for further experimental
and computational studies (focusing on the NanC channel68).
FCC calculations have been previously carried out46 on the

DEKA Na+ channel from eukaryotes, with a geometry36,69,70

derived from sieving experiments using Pauling radii ions.71

The importance of the lysine residue on selectivity is known,
although the mechanism of action is still debated.72 Here, we
use LCC to investigate how the location of the lysine charge in
our model is correlated with selectivity. The measure of
selectivity73 used specifically for this is to define selectivity as
the equilibrium constant of the reaction74

Figure 1. Simulation of Na+, Ca2+, K+, and Li+ occupancy in the eukaryotic DEKA Na+ channel. (a) Schematic of the CSC model: The surface mesh
used to calculate the Possion−Boltzmann induced charge is represented as black lines and lies on the interface between the aqueous media and the
channel protein. The D, E, and lysine charged side chains lie within the aqueous zone highlighted in light blue. Lysine is represented as a single
positively charged ammonium ion (blue), and the carboxylic acid groups of D and E are represented by two half-negatively charged oxygen ions each
(red). The channel axis zero point is the center of the channel with the positive direction pointing up. The graphs show the Na+ (light-blue) and
Ca2+ (orange) ion concentrations along the filter region as found by FCC (b) and LCC (c,d) calculations. The Cl− ion concentrations are zero
throughout the channel and are not shown. The brown lines in c and d show the two subintervals used to derive the selectivity. c and d are the
results for the −+− and −−+ patterns, respectively, with the schematic (e) showing how the charged side chains are arranged in the light blue zone
in a. Shown in a is the −+− pattern (e upper); the −−+ pattern (e lower) corresponds to an exchange, as indicated by the arrow, of the central blue
sphere with the two red spheres at the bottom. The concentration profiles are from a simulation of equal concentration of CaCl2 and NaCl with a
total ionic strength of 0.22 M (220 mM). The inset in d shows the very large Ca2+ density in the region of the two negative charged side chains
reduced 10-fold.

Figure 2. NanC channel from E. coli: from the structural determinants to model calculations. (a) The backbone and all of the charged residues inside
the channel; represented as ammonium (blue) and oxygen (red) structural ions analogous to Figure 1. The channel axis zero point is the center of
the channel with the positive direction pointing up. The residues used are listed in Table S3 in the Supporting Information and are shown on the
basis of available structural information.68 (b) The pore region cylinder used in the model showing spheres at the LCC localization center points. Note
that in the simulation the structural ions corresponding to any of the spheres that overlap the blue cylinder in the figure will never be able to reach
their localization center point because they must always be entirely within the cylinder. (c) Na+, Ca2+, and Cl− ion concentrations (color coding as in
Figure 1 plus Cl− (red)) along the pore region as found by FCC (upper) and LCC (lower) calculations. The bath concentration of the ions is the
same as in Figure 1.
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where M1 and M2 are two ions outside channel X, competing to
occupy, (X·M1)filter and (X·M2)filter, respectively, the selectivity
filter region of channel X (eq 1). This definition is appropriate
here as the model evaluates the system under equilibrium
conditions; we make no assumption of a relationship between
this measure and the selectivities measured from experiments.
The equilibrium constant KM1,M2

reads

=
·
·

K
[X M ][M ]
[X M ][M ]M ,M

1 2

2 1
1 2 (2)

where [X·Mi] is evaluated as the occupancy of ion Mi in
subintervals of the selectivity filter model (shown as a brown
line in Figure 1c,d). The subinterval is scanned along the
channel pore to determine which part of the ion density profile
most closely predicts the experimental selectivities. In this way,
the region of our model that contains the features responsible
for selectivity can be found.
The reported FCC model of the DEKA Na+ channel has

structural ion density profiles46 that clearly show that a −+−
charge pattern (+ refers to the lysine residue, − to E or D;
patterns described in Figure 1e) dominates the structural ion
density profile of the model, although small peaks of positive
ion density at either end indicate that populations of −−+ and
+−− charge patterns (see Figure 1e) are also present. The self-
organization into a −+− pattern is hardly surprising as it
maximizes both the separation of same charged side chains and
interaction between the oppositely charged side chains. In the
FCC model, the key subinterval corresponds to the center of
the channel, which is also the main location of the positive
lysine ion. However, the center of the model is also the key
subinterval found by FCC for the L-type Ca2+ channel,47 which
has no positive structural ions. Therefore, the correlation
between the lysine position and selectivity can only be inferred
with FCC. Using LCC we can now investigate these different
topological charge patterns separately and study the impact
they have on the selectivity, noting that the symmetry of our
simulation makes −−+ and +−− equivalent here. In this way,
LCC can demonstrate whether the selectivity is associated with
the central part of the pore model or the position of the lysine.
Without localization, the importance of the lysine in any
correlation with selectivity can only be inferred by our model.
We also applied LCC to a quite different channel that has

many more charged residues within the pore. The X-ray
structure68 of N-acetylneuraminic-acid-inducible outer-mem-
brane channel (NanC) from Escherichia coli, a member of the
oligogalacturonate-specific monomeric porin (KdgM) family,
was recently published. We therefore construct our simulation
with structural ion localization based directly on the
experimental structural information (see Methods for more
details).
In contrast to L-type Ca2+ channels,49,50 the DEKA Na+

channel, and the RyR Ca2+ receptor,51−56 so far no signature
selectivity motif related to NanC’s function has been identified in
its primary structure. This channel features a wide, long pore
lined with an approximately equal number of positively and
negatively charged amino acid side chains, 30 in total (Figure 2a
and Table S3 in the Supporting Information). We can use LCC
as a tool to rapidly screen for areas and residues that lie within
the channel pore that are of potential interest for further
experimental and computational studies. As we show in the

next section, these predictions could not have been made
without the high resolution structural information.

■ RESULTS/DISCUSSION
We now discuss applying the FCC and LCC methods on the
DEKA Na+ channel to investigate the role of the lysine in the
DEKA sequence (for simulation details, refer to the Methods
section). In sodium channels, the selectivity of Na+ over Li+ and
K+ is largely in inverse proportion to the volume of the ions.33

Our results for selectivity in the FCC and LCC with the −+−
pattern (Table 1) reproduce the experimental results using the

subinterval [−2.5: 2.5 Å] (shown as a brown line in Figure 1b;
the zero point is the center of the channel, and the selectivity
filter occupies the region [−5: 5 Å]). We find that localizing the
side chains to give the −−+ pattern (see Figure 1e)
dramatically changes the Na+, K+, Ca2+, and Li+ ion density
along the channel axis compared to the original model. For the
LCC with the −−+ pattern, the key subinterval is located
where the lysine is localized at −2 Å (interval [−3: −1 Å],
brown line below Figure 1d). The LCC simulations on the
−+− patterns (interval [−2.5: 2.5 Å]) and −−+ (interval [−3:
−1 Å]) patterns had similar selectivity for Na+ over Ca2+ (Table
1). This selectivity was different from our value from the FCC
model. With LCC, we see Ca2+ ion density is smaller than Na+

density at the location of the lysine side chain (Figure 1c and d,
0 and −2 Å, respectively), while in the FCC profiles there is
only an increase in Ca2+ ion density at the location of D/E
residues (Figure 1b; +2 and −2 Å). On the other hand,
localizing the sides chains to give the −+− pattern changes the
predicted selectivity with minimal change in the ion density
along the channel axis. We conclude that the improvement in
the predicted calcium selectivity is due, at least in part, to the
localization scheme making it more difficult for the D and E
side chains to mitigate the repulsion between the doubly
charged cation and the now-localized lysine side chain as the
cation passes along the channel, regardless of the charge
pattern. Using LCC, we can therefore demonstrate that
selectivity is associated with the position of the lysine. As is
particularly noticeable for the −−+ pattern (Figure 1d), the
subinterval is associated with a minimum in the solute ion
profile (at −2 Å) and not the maximum (at 1.2 Å),

Table 1. Calculated Model DEKA Na+ Channel Selectivity
Compared by Localization Methoda

Na+ selectivity (KM,Na
+)

method Li+ Ca2+ K+

experimental results
⟨PM

+/PNa+⟩ [1, 2, 3, 4, 5, 6, 7, 8, 9, 10] 1.0 0.13 0.06
⟨IM+/INa+⟩ [77, 78, 79, 80, 81, 82] 1.7 <0.01

simulation (interval [−2.5: 2.5])
FCC 4.9 2.0 0.03
LCC (−+−) 4.9 0.6 0.04
LCC (−−+) 6.1 2.7 0.02

simulation (interval [−3: −1])
LCC (−−+) 4.6 0.7 0.03

aThe −−+ and −+− labels show the charge and order of the structural
ions along the channel (See Figure 1e). Interval refers to the sub-
region of the channel (shown as a brown line in Figure 1c,d) used for
computing selectivity, with zero being the channel center point and the
selectivity filter region being [−5: 5 Å]. (See Table S2 for full list of
the experimental results.)
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demonstrating that the model predicts that selectivity is based
on passing an energy barrier associated with repulsion between
the lysine and the solute cation and not on a binding of the
solute cation to the anionic side chains. Figure 3 shows the
titration of sodium and lithium, calcium, or potassium
occupancies (normalized to 220 mM ionic strength) against
the [Na] = [Li], [Na] = [Ca], or [Na] = [K] ratio, respectively.
We also found the density profiles from the FCC model can

be approximated as the weighted sum of the density profiles
from the LCC model (as seen in Figure 4):

ρ ρ ρ

ρ

≃ × −+− + −−+

+ +−−

(FCC) 2 (LCC, )
1
2

(LCC, )

1
2

(LCC, )
(3)

where ρ is the predicted density (ρ(LCC,+−−) is the
ρ(LCC,−−+) density reversed along the pore axis). Because
it can be approximated as the sum of (−+−) and (−−+)
profiles, the FCC model can therefore be used as a common
point for comparing the two LCC results. The similar

magnitude of the weighting factors demonstrates that the
(−−+) profile is not a direct response to the presence of a
solute ion, which is only present in the channel in less than 0.01
of the MC configurations. While the approximations of the
model are too crude to obtain a quantitative difference in
energy, the low weighting factor implies that, from the
electrostatic perspective, a number of significantly different
side chain conformations may contribute to the mechanism of
selectivity in the Na+ channel.
In the NanC channel (see Figure 2), we find that the

population of the permeating ions shows dramatic differences
between the FCC and LCC calculations (Figure 2c). The anion
population from the LCC method (2c right) has a minimum
between −2 and 6 Å and maxima that are higher than the
chloride concentration in the bulk solution at 14 and −10 Å.
Our results from the Na+ channel suggest the minima in the
anion concentration could be a putative anion selectivity region.
This means that the residues ARG6, GLU17, ASP54, ARG107,
ASP109, ARG129, GLU168, ASP188, and ARG208 may be
involved in selectivity for different anions. The maxima with
higher than bulk concentration suggest the presence of anion
binding sites at 13 Å based on LYS111 and/or LYS153 and at
−10 Å based on LYS91. There may also be a peak in the region
of −15 Å, suggesting another binding site is associated with
ARG72.
The ion density profiles in the LCC calculations differ from

those of FCC. We first saw this in the density of the cations in
the Na+ channel model with the −−+ localization pattern. This
change is even more striking in the NanC channel where LCC
gives a very definite pattern (Figure 2c, left). In this case, we see
a variation in the chloride profile that is a direct response to the
more realistic distribution of the pore’s charged side chains.
The results demonstrate that the inclusion of structural

information from experiments directly leads to changes in the
predicted population density within the model pore. These
changes allow us to postulate residues of potential interest to
other researchers investigating the selectivity of NanC. Even
without structural information from experiments, localization
allows the position of the measuring interval required to
reproduce the experimental selectivities in the Na+ channel
model to be directly related to a particular charged side chain.
This demonstrates the utility of the LCC method to

Figure 3. Na+ channel: Titration of sodium and lithium, calcium or potassium occupancies (normalized to 220 mM ionic strength) against the [Na]/
[Li], [Na]/[Ca], or [Na]/[K] ratio, respectively. Note the difference in the occupancy scales between different panels showing different ion pairs,
with Na+ reaching similar occupancy maxima in all three graphs (e.g., black lines). Lines represent a fit to eq 9 (see Figure S4 in the Supporting
Information for calculated values).

Figure 4. Na+ channel: Comparison of the concentration of the
structural ions along the pore axis with FCC and LCC methods. The
black solid line is from the FCC model, the red line from LCC with
−+−, and light blue from LCC with combined −−+ and +−−. The
−−+ and +−− combined result was the mean of the −−+ density with
a copy of itself reversed along the pore axis. The black dashed line is
the scaled sum of the −+− and −−+ in the ratio 2:1, respectively.
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incorporate structural information, which can lead to
mechanistic insights in the study of ion channels.

■ METHODS
Theoretical Model. Each channel is modeled as a thick

walled tube with rounded edges that provides a pore (Figure
1a) separating two baths, essentially as done in a series of
papers by Nonner and colleagues (see Boda et al.46). The
solute ions can travel to any region of the system. For FCC, the
structural ions (from the channel’s charged side chains) are
found anywhere in a hard-walled cylinder representing the
selectivity f ilter of the pore (shown in light blue in Figure 1a).
Hard spheres of radius Ri and bearing a charge of qi represent
both the structural ions and the permeating ions (see Table 2).

The CSC models compute the distribution of ions as outputs of
the model. The only energies in the FCC model are the
electrostatics in the Hamiltonian and the steric repulsion
implicit in the rejection of overlapped spheres. Thus, the
coarse-grain potential energy of the Hamiltonian, (eq 4), is
made of the ion−ion pairwise Coulomb electrostatic interaction
(UC, eq 5), the electrostatic interaction between ions and the
induced charge at the dielectric boundary between the protein
and aqueous media in the model (UIC, eq 6), and the overlap
repulsion energy (see section S2 in the Supporting Information
for more details). The effect of uncharged polar and nonpolar
residues is considered implicitly by the dielectric constant of the
protein that, along with the solvent, defines the permittivity
change at the dielectric boundary used in UIC. A continuum
model is used for the solvent based on the solvent’s permittivity
screening of the charge−charge interactions (using the
dielectric constant ε of 80 for water). Thus, reads

=
+

∞

⎧⎨⎩
U U :no overlap

:otherwise
C IC

(4)

where UC is a standard screened Coulomb interaction defined
for particle i as

∑=
+

| − |
≠

ε ε
⎜ ⎟
⎛
⎝

⎞
⎠

U
q q

j i
r r2

: for all particlesi
j

i j

i j
C,

1 1

i j

(5)

where qx is the charge, px is the position, and εx is the dielectric
constant of the environment around particle x. The dielectric
boundary potential (UIC) is represented by discretizing the
boundary surface into a series of tiles. This gives the Coulomb
interaction contribution for particle i and each tile k as

∑=
| − |

U
q q

k
r r2

: for all protein surface tilesi
k

i k

i k
IC,

(6)

where rk is the center point of the surface tile and qk is the
induced charge computed using the Poisson−Boltzmann
equation using the IC discretized integral method.45

The LCC method introduced here puts additional
constraints on the motion of the structural ions. It differs
from the hard-walled cylinder restriction of the FCC by the
addition of a new term in the potential energy function to
localize each structural ion i. The localization closely follows
that of the confined microdroplet model of Yu et al.19 and
consists of a harmonic potential UR,i defined by a global
constant kf with per ion localization center points r0,i and
maximum displacements Rf,i

=
− | − | | − | ≤

∞ | − | >

⎧
⎨
⎪⎪

⎩
⎪⎪

U

k

R
R

R

r r r r

r r

:

:
R i

f

f i
i i i i f i

i i f i

, ,
2 0,

2
0, ,

0, , (7)

Here, we use a spring-like constant of kf/Rf,i
2 compared to the

single λg used by Yu et al. This was considered more reasonable
than a single constant as a particle with a smaller maximum
radius Rf,i would be expected to have a steeper potential well.
The potential energy function is now extended to read

∑
=

+ +

∞

⎧
⎨⎪
⎩⎪

U U U :no overlap

:overlap
i

R iC IC ,

(8)

where the sum is taken over all the localized structural ions.
The global kf modulates the influence that the localization

potential has on the total potential energy, and the cutoff, Rf,i,
ensures that the localization is never completely lost if kf
approaches zero. The total localization potential is therefore
bounded between zero and the number of localized ions times
kf. Yu et al. estimated a value for λg of 0.5−1.0 kcal/mol/Å2

from MD of the supposedly more rigid selectivity filter of the
KcsA K+ channel. Without access to an X-ray structure for the
DEKA Na+ channel, the value kf to use was assessed
empirically, with preliminary calculations on the Na+ channel
model carried out to determine a reasonable value for kf (see
section S1 in the Supporting Information). From these
preliminary simulations, the kf value of 1.24 (in units of kBT;
≈3 kJ mol−1) was selected for the DEKA Na+ channel and also
used in the NanC simulations reported here. As Rf,i values used
were 2 Å and above, this is equivalent to a λg value of less than
0.2 kcal/mol/Å2, which Yu et al. identified as allowing solute
ion−structural ion and structural ion−structural ion inter-
actions to both significantly contribute to the potential energy.

Table 2. Model Ion Parameters at Physiological pHa

ion or residue modeled using charge (qi)/e radius (Ri)/Å

Ca2+ +2 0.99
Cl− −1 1.81
K+ +1 1.33
Li+ +1 0.60
Na+ +1 1.0
NH4

+ 1.5
O− 1.4
R(Arg) 2 × NH4 2 × +1/2
D(Asp) 2 × O 2 × −1/2
E(Glu) 2 × O 2 × −1/2
H(His) NH4 +1/3
K(Lys) NH4 +1

aModel particle charge and radius83 parameters of the structural and
solute ions at physiological pH. Solute ions and lysine residues all have
a single charged atom and are modeled as a single hard sphere with a
full charge. The carboxylic acid groups of D and E residues and the
guanidinium of R residues have two charge bearing atoms and are
modeled using two hard spheres having −1/2 and +1/2 charges,
respectively. Because histidines are 10% positively charged at
physiological pH, their imidazole group should be modeled with
+1/10 charge. However, NanC has only three histidines in the pore
which would give a non-integral total charge, so in this case the charge
on each histidine was increased to +1/3.
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Correspondingly, we found that changes in kf have little effect
on the qualitative results for the Na+ channel provided that UR,i
was about 2 orders of magnitude less than the electrostatic
potential terms (kf ≤ 3, section S1 in the Supporting
Information).
FCC and LCC Calculations of a Model DEKA Na+

Channel. To calculate ion selectivity, Metropolis Monte
Carlo simulations based on the potential were carried out
in the grand canonical ensemble (TVμM1

,μM2
).42,46,49,75,76 CSC

evaluates the concentration of the ion occupying the channel
([X·Mx] (x = 1,2) in eq 2) as a function of varying bulk
concentrations [Mx] (x = 1, 2). In these calculations, the
chemical potentials (μM1, μM2) are varied so that the [M1] and
[M2] vary systematically while maintaining the total ionic
strength constant. [X·M1] and [X·M2] are then represented by
mean occupancy values bM1

and bM2
(b and concentration ratio

R notation from ref 4) of M1 and M2, respectively, in a
measurement interval within the selectivity filter (see eq S2 in
the Supporting Information). The measurement intervals used
are selected to best reproduce the experimental selectivities.
For the DEKA Na+ channel, structural information is not

available. Therefore, we chose the r0,i to match the respective
density maxima from the reported FCC model,46 which gave us
the −+− pattern (see Figure 1e) with a carboxylic acid localized
at +2 and −2 Å and the lysine ammonium at 0 Å. We
exchanged the axial positions of the lysine and one carboxylic
acid to produce the −−+ model. Rf,i was set to the same value
as the pore radius; this was considered reasonable here because
the pore radius (3 Å) is small.
While KM1,M2

can be calculated from eq 2 at a single

concentration ratio R, fitting bMi
to the standard dose−response

curve:

=
+ −b

b

1 10
i R RM ,

M ,max
(log( ) log( ))i

i

i i50,M (9)

and then taking the point where bM1
= bM2

(eq S5 in the
Supporting Information) gives the following quadratic
expression for KM1,M2

:

· + · − −

· =

K
b

R
K b b b

R

( ) ( )

0

M ,M
2 M ,max

50,M
M ,M M ,max M ,max M ,max

50,M

1 2

1

2
1 2 1 2 2

1 (10)

where bx,max are the fitted maximum occupancy and R50,x the
fitted ratio at 50% occupancy (where R50,M2

is expressed in

terms of the [M1]/[M2], as per R50,M1
).

The FCC set up as used in previous studies46 was used in this
study and is only summarized here. LCC calculations were
performed with the exact same parameters as for the FCC set
up except for the addition of localization parameters for the
structural ions. The ion channel was defined by a tube with an
internal radius of 3 Å and an external radius of 20 Å. The
selectivity region was represented by a 10 Å length of the tube.
The vestibule zone, where the environment of the filter region
changes to the bulk environment, was modeled by rounding the
ends of the channel using an arc of radius 5 Å. This gave an
overall length of the ion channel of 20 Å. The dielectric
constant of the solvent was 80, and the protein was 10. The
simulation temperature was 298 K. The simulation cell is a
cylinder coaxial with the ion-channel pore. There was no

periodicity used in the cell, so any interactions are based on the
simple Cartesian displacement between objects. Sampling of
the ion concentrations in the bulk region was performed in a
subregion chosen to minimize effects from the simulation cell
boundaries (see Supporting Information of Boda et al.49)
Five particles in the pore represent the structural ions of the

side chains from the three charged side chains in the pore. Two
half-negative oxygen particles represent each carboxylic acid
side chain, and one ammonium particle represents the side
chain of the lysine. Simulations with concentration ratios up to
1:10 started with 150 solute ions; for example, a [Na]/[Ca]
ratio of 1:10 gives 98 Cl−, 5 Na+, and 47 Ca2+ ions. The number
of solute particles, and correspondingly the cell volume, was
increased for larger concentration ratios so that none of the ion
species started the simulation with less than two particles.
Because the number of particles changes due to the grand-
canonical trials, the number of each ion species was monitored
and a warning given if the number diverged by more than twice
the square root of the initial number. The ion densities used in
the mean for calculating [X·Mx] for the FCC and LCC −+−
pattern were measured in the interval [−2.5: 2.5 Å] and for
LCC −−+ pattern were measured in [−3: −1 Å], both relative
to the channel pore center point (see section S3 in the
Supporting Information). A total of 1 × 109 MC trials or more
were carried out.
A series of simulations of the DEKA Na+ channel model

were performed with various concentrations of LiCl, CaCl2, and
KCl in the presence of NaCl. The concentration ratio R (as
[M]/[Na+]) for each cation M was varied at least from 0.01 to
100.0, while the ionic strength was maintained at 220 mM.

FCC and LCC Calculations of the NanC Channel from
Escherichia coli. As structural information is available for the
NanC channel, r0,i was set to the mean position of the charged
atom from the X-ray structure (PDB 2WJQ and 2WJR),68 and
Rf,i was set to the root-mean-square displacements (RMSD),
derived from X-ray B factors (using the classical Bi ≃
8π2RMSD2). The translation of the NanC channel structure
to our model involved some approximations. The determi-
nation of the cylindrical core length, of 36 Å, and the vestibule
regions, of 10 Å, was determined by simple observation of the
structure. The internal radius used, of 7 Å, was chosen from the
radius of Cα atoms of the cylinder backbone (12.5 Å) from
which we subtracted an estimate of the volume of the
noncharged parts of the side chains. We included all the
charged residues within the channel pore (≈ ±18 Å of the
protein center point, shown in Figure 2a and listed in Table S3
in the Supporting Information). Those center points that were
outside the 7 Å radius were individually rescaled to bring them
to about 1 Å inside the channel model. The same simulation
procedure as for the Na+ channel above was used, differing only
in the specification of the channel geometry and locations of
the structural ions.

■ ASSOCIATED CONTENT
*S Supporting Information
Further information is available on the following. Discussion of
the results of the simulations with varying kf that were used to
determine the value used here. A more detailed description of
the potential energy terms. A more detailed description of the
calculation of ion selectivity used here, including the derivation
of eq 10. A table of the individual ion selectivities used to
generate the averages quoted in Table 1. A table of the
coordinates of the charged atoms on the side chains of NanC

Journal of Chemical Theory and Computation Article

dx.doi.org/10.1021/ct300768j | J. Chem. Theory Comput. XXXX, XXX, XXX−XXXF



derived from the X-ray structure as used as input into our
simulation. This information is available free of charge via the
Internet at http://pubs.acs.org/.
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