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Abstract 

Plasma physics and molecular dynamics deal with electrodynamics in very different ways. 

This paper seeks to catalyze their fusion. 

Molecular dynamics has used periodic boundary conditions that are not compatible with 

electrodynamics. Periodic boundary conditions destroy long-range fields. Plasma physics has used 

the particle-in-cell method to avoid periodic boundary conditions. I suggest that the particle-in-

cell methods may be able to replace the Coulomb law terms in the ‘potentials’ of molecular 

dynamics. Other terms are needed to deal with the finite diameter of atoms in molecular 

dynamics. Periodic boundary conditions can be used with these higher-order terms if periods are 

large, as in modern computations. Molecular dynamics has difficulty dealing with the nearly 

vanishing concentrations of calcium and cofactors that are important controllers of much 

biological function. Collisions lasting femtoseconds are thought to be important inside ion 

channels. Molecular dynamics uses Coulomb’s law to analyze these collisions but Feynman points 

out that “Coulomb’s law is true only in statics. It is false in general.” 
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This paper seeks to catalyze the fusion of plasma physics and molecular dynamics so 

electrodynamics can be computed realistically in proteins. Molecular dynamics [1-3] is one of the 

most important methods in molecular biology. It brings to life the magnificent structures [4] of 

the more than one hundred thousand proteins with measured atomic coordinates [5]. Many 

biological functions are controlled or executed by just handfuls of atoms in these structures, as 

seen in thousands of laboratories that create mutations every week [6]. Understanding how these 

proteins work has been one of the most important tasks of biology since the chemical identity 

and importance of proteins was discovered in the 1930’s by Cohn and Edsall [7]. 

Electrodynamics [8-10] is described by the Maxwell equations on all scales [11], certainly 

including the time scale of gamma rays ~10−21seconds. Once the dielectric approximation is 

removed [12, 13], the Maxwell equations contain no adjustable parameters. Polarization in this 

formulation is dealt with as compressibility is dealt with in fluid mechanics [14], perhaps with a 

variational energy formulation. An empirical description of polarization is needed to complement 

the theory in the range of interest in a particular application. The empirical description could be 

a giant look-up table of the data itself, using interpolation to fill in gaps. Nowadays, computers 

have enough memory to make such a table with the help of artificial intelligence. 

Without material constants, electrodynamics might be thought to be useless in describing 

material systems. But that is not the case [15]. Circuits are material systems that describe some 

of the most important applications of electrodynamics, from telegraphs to logic bringing power 

to our lives and information to our computers.  

Circuits are analyzed by current laws [16-19]. The Maxwell Ampere law implies a Maxwell 

current law for the total current that is as general as the Maxwell equations themselves.  

 𝐉𝐭𝐨𝐭𝐚𝐥 = 𝐉 + ε0 ∂𝐄 ⁄ ∂t (1) 

𝐉𝐭𝐨𝐭𝐚𝐥 is defined, as Maxwell did, as the ‘true current’ needed for computations [20] Vol. 2 Section 

610 p. 232; [21]. Maxwell could not have chosen a stronger adjective or name than ‘True Current’ 

to emphasize the importance of  𝐉𝐭𝐨𝐭𝐚𝐥 = 𝐉 +  ε0 ∂𝐄 ⁄ ∂t. ε0 ∂𝐄 ⁄ ∂t is the universal displacement 

current. 
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We use the Maxwell-Ampere law 

𝐜𝐮𝐫𝐥 𝐁 = μ0(𝐉 + ε0 ∂𝐄 ⁄ ∂t) = μ0𝐉𝐭𝐨𝐭𝐚𝐥     (2) 

Take the divergence and apply the identity div curl = 0. The result is 

 Maxwell Current Law  𝐝𝐢𝐯 𝐉𝐭𝐨𝐭𝐚𝐥 = 𝟎 (3) 

Kirchhoff’s current law  

 Kirchhoff Current Law   𝐝𝐢𝐯 𝐉 = 𝟎      when 𝐉 ≫ ε0 ∂𝐄 ⁄ ∂t (4) 

This is an appropriate approximation when ∂𝐄 ⁄ ∂t and displacement current are small at long 

times or low frequencies. 

The current laws above do not depend on material parameters in this formulation. 

Traditional formulations that crudely approximate polarization replace the universal 

displacement current term of eq. (1) - (4) with ε𝑟ε0 ∂𝐄 ⁄ ∂t where ε𝑟 is the dielectric constant a 

single real dimensionless number. 

Molecular dynamics involves electrodynamics because most of the atoms of proteins are 

charged [22-26]. Molecular dynamics uses the laws of electrodynamics to compute the 

movement of the charged atoms of proteins. For historical reasons, molecular dynamics has used 

Coulomb’s law as its version of electrodynamics and has implemented its calculations in periodic 

systems even though proteins are not periodic. Using Coulomb’s law avoided the computationally 

expensive solution of Poisson’s equation (or Gauss’ law) and boundary conditions. Periodic 

systems could be computed in the early days of molecular dynamics when real systems could not 

be handled by the computer systems of those times.  

Long-range fields are destroyed by periodicity. Periodicity replaces physical boundary 

conditions with artificial constraints. These artificial constraints significantly distort the physical 

system. 

Coulomb’s law ignores boundary conditions. Boundary conditions are not widely 

discussed in the molecular dynamics literature, but they are essential components of a theory of 

biological systems. Boundary conditions are also crucial in engineering science. Inputs and 

outputs are found in almost all engineering systems. Engineering devices depend on boundary 
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conditions for the very definition of their inputs and outputs. Inputs and outputs are also found 

throughout biology and characterize many physiological systems on all scales, from organ to 

protein. The inputs and outputs of biological systems that often satisfy the engineering definition 

of devices. Boundary conditions are needed to define biological devices like ion channels and 

transporters. They also define metabolic machines like the electron transport chains of 

mitochondria.  

Periodic systems imply periodic boundary conditions. These cannot be reconciled with 

Coulomb’s law in general. The difficulties are easily shown by a computation with standard MD 

software of the potential produced by a SINGLE charge. The computation does not give a result 

compatible with Coulomb’s law. The difference in behavior is clearest at distances far from the 

charge. The potential in a periodic system does not always go to zero at the boundary. The 

potential field goes to zero far from the charge if only Coulomb’s law is used. ONLY when the 

period is very large does the standard practice of molecular dynamics agree with its own 

treatment of electrodynamics. Large periods are an artificial constraint that defeats the original 

purpose of using periodic approximations. 

These difficulties may seem inherent in any calculation of charged particles. They are not. 

I write to point out that these issues have been dealt with by plasma physicists in a mature 

literature [27-31] that is apparently unknown to biologists.  

The particle-in-cell method deals with particle dynamics without assuming periodic 

boundary conditions. Particle-in-cell methods calculate long-range fields correctly while dealing 

with particle-particle interactions. The literature of the particle-in-cell method includes many 

packages of computer programs. Some twenty-five packages are specifically cited in its Wikipedia 

entry on June 20, 2025. Indeed, Wikipedia has separate articles for different variants of particle-

in-cell, e.g., ‘colored-particle-in-cell’ and ‘multiphase particle in cell’. Other packages can be found 

by search engines. Repositories of programs are numerous, including EPOCH 

https://epochpic.github.io/documentation.html and the UCLA PICKSC programs 

https://picksc.physics.ucla.edu/index.html. Tutorials are available in book [28] and online forms 

are available.  

https://epochpic.github.io/documentation.html
https://picksc.physics.ucla.edu/
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Particle-in-cell methods are not restricted to the electrostatic interactions described by 

Coulomb’s law. Molecular dynamics simulations occur on the time scale of 10−15 sec. Random 

thermal motions are on the much slower time scale of the speed of sound. Randomness is 

overwhelmingly obvious in visualization of molecular dynamics. The rapid thermal motions that 

dominate the simulations of molecular dynamics should not be analyzed as if they are static when 

they are in fact remarkably dynamic.  

Collisions inside ion channels have been a central subject—indeed, an organizing theme 

[32]—of research from billiard balls in 1955 [33] to present day molecular dynamics [34, 35]. The 

collisions occur in handfuls of femtoseconds but they are simulated in molecular dynamics with 

Coulomb’s law, not the Maxwell equations. Coulomb’s law is electrostatic and is in fact false on 

rapid time scales. Feynman is outspoken on the subject [10], devoting much of Section 15-6 to it. 

He could hardly use stronger language: “Coulomb’s law is true only in statics. It is false in general.”  

The large number and high-speed motions of  charges in proteins can discourage analysis. 

It may seem impossible to do better than using Coulomb’s law. Using the full Maxwell equations 

may seem out of the question. However, engineers routinely analyze circuits that switch in 

nanoseconds or faster using a circuit approach [15, 36, 37]. Circuit methods are remarkably 

successful at very short time scales, although their limitations appear on the microwave time 

scale: current is no longer confined to branched one dimension beyond microwave frequencies. 

Total current in ion channels can be computed using the Maxwell current law eq. (3) and 

the circuit approach because the total current is nearly one dimensional [38]. Total current is 

independent of location in such systems and the complexity of collisions is avoided in the analysis 

of total current. Total current is the output of channels important for most of their biological 

functions (like the action potential [39, 40] so the circuit approach using total current is of 

practical biological importance as well as being part of classical electrodynamics. 

Biology can benefit by the circuit analysis methods in other ways. All biological systems 

satisfy the Maxwell equations and those imply strong constraints on charge movements in 

organelles and short cells. These constraints can be formulated as circuits laws very helpful in 
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understanding atomic scale behavior of mitochondria, for example [41]. Some biological systems 

are naturally circuits [39] like nerve cells. Skeletal muscle is a good example. 

Circuit methods use quite simple mathematics because circuits greatly restrict the 

behavior of current flow compared to what is possible in electrodynamics (and the Maxwell 

partial differential equations) in general. 

Circuit methods are best understood using Maxwell’s current law [42] as a generalization 

of the classical Kirchhoff law (see eq. (3)-(4) above). It may be possible to extend the circuit 

method to molecular dynamics using the particle-in-cell methods. Extending molecular dynamics 

with circuit methods will be needed to combine the chemical description of ion channels [43] to 

their electrical function [44, 45]. The number of atoms involved in a propagating action potential 

prevents direct computation unless circuit ideas—like the Maxwell current law—are used. The 

particle-in-cell methods may allow application of the Maxwell current law to atomic detail 

simulations of ions in solutions and proteins and thus simulations of the circuits involved or the 

function of cytochrome c oxidase [41] and the generation of ATP in mitochondria [37, 46] as well 

as in propagation of the action potential [39]. 

The particle-in-cell method originally dealt with point particles that are good 

representations of electrons. Ions in electrolytes have finite diameter and the variation of 

diameter from one type of ion to another is very important in determining their biological and 

chemical properties. Selectivity in biology and chemistry can be understood in large measure by 

physical effects of ion diameter that do not depend on specific chemical binding. Selectivity is 

present in physical systems without binding. See [47-49] for the biological application of standard 

ideas in solution chemistry to the crowded charges of biological systems [47]. See the 

comprehensive review [50]. Recently, particle-in-cell methods have been extended to finite-size 

particles [51, 52] and other approaches have been used for stationary finite particles in 

computational electronics [53, 54] but those methods are not likely to include the chemical type 

interactions described by the higher order terms of classical force fields of molecular dynamics.  

Molecular dynamics has developed elaborate force fields to deal with nonideal finite size 

chemical effects. Elaborate force fields with staggering numbers of parameters are needed to deal 
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with the wide variety of atomic interactions in proteins and the wide range of conditions in which 

details of the interactions are biologically important. It is important to preserve this detail in any 

revised methods.   

I suggest here that the Coulomb term in the force fields of classical MD can be replaced 

with the particle-in-cell method without changing the periodic treatment of other higher order 

terms in the potentials of molecular dynamics. The effects of finite-size ions in molecular 

dynamics come primarily from other terms in the force fields and ‘potential’ functions. It is safe 

to retain the periodic treatment of the other terms of the force fields of classical MD if those 

terms fall off with distance rapidly enough in periods used routinely in modern computers.  

 

Discussion 

This paper seeks to catalyze the fusion of plasma physics and molecular dynamics so 

electrodynamics can be computed realistically in proteins. In my view, these methods will 

eventually succeed just as they have in plasma physics and computational electronics. 

The traditions of plasma physics and molecular dynamics differ in more than their 

treatment of electrodynamics. Plasma physics was developed in the tradition of ‘physics as usual’. 

In that tradition, models are made and equations are written from fundamental physical 

principles. Conservation laws play a prominent role. Those equations are solved by methods of 

numerical analysis, that are always checked for accuracy by comparison with known systems of a 

few charges. Simulations are checked the same way, by comparison with simplified systems with 

known properties. Those checks are extensive and are an essential part of the analysis, often 

requiring revision of previous work.  

Molecular dynamics was developed as a qualitative science. In the beginning, computers 

were so limited that even charge could not be computed. No one imagined that the full 

complexity of charge in a protein could be computed at all, let alone on the biological time scale, 

that is some fourteen orders of magnitude slower than the time step used in simulations of 

atomic motion [55].  
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The qualitative tradition means, however, that many crucial parts of simulations have not 

been checked by comparison with other relevant and well-known systems. Qualitative models 

are hard to check or falsify. It is difficult to choose between competing metaphors [56]., 

particularly if they are subjectively pleasing. The community of molecular dynamics seems 

comfortable with qualitative standards. A tenfold error in the computation of current through a 

single open ion channel [57, 58] was only recently brought to general attention [35].  

The qualitative tradition has led to the avoidance of many glaring quantitative problems 

in traditional molecular dynamics. The conflict of periodicity and Coulomb’s law is one example. 

Another is the lack of focus on the properties of ionic solutions. An enormous literature describes 

the free energy per mole of ionic solutions of various composition and concentrations [50, 59-

70]. Force fields should be required to fit this data in solutions with a range of compositions and 

concentrations that occur in biological systems, in organelles, cells and extracellular space. 

The computation of effects of calcium ion concentrations is particularly important. Most 

proteins function inside cells where the calcium concentration is very small, ~ 10−8 molar. The 

intracellular calcium activity has large effects on enzyme rate constants and changes the function 

of most intracellular or membrane proteins, as documented in many chapters of textbooks of 

biochemistry. Indeed, calcium acts as a cofactor that controls many enzyme and protein 

functions, the way a gas pedal controls the speed of a car. Molecular dynamics cannot cope with 

the enormous number of water molecules (or their interactions) needed to simulate ~ 10−8 

molar calcium concentrations inside cells in atomic detail. The same difficulty plagues molecular 

dynamics simulations of any of the many cofactors controlling enzyme rates and protein function. 

I mention to the non-biologist that the analysis of these cofactors is one of the main topics of 

medical biochemistry because so many diseases and drugs act on these systems. Medically 

motivated biochemistry is supported lavishly for this reason by government agencies and private 

pharmaceutical companies. 

Coarse-graining methods are needed to deal with these nearly vanishing cofactor 

concentrations. These methods may well succeed in dealing with vanishing concentrations once 

they are developed systematically. A special feature of proteins may make coarse-graining easier. 
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Surprisingly large concentrations of ions are found near ion channels, binding sites, and nucleic 

acids [71] because of the large densities of acid and base side chains. The concentrations can be 

as large as those in solid NaCl. These concentrations are buffered because they are controlled by 

the permanent (i.e., fixed) charge of the acid and base side chains (as they are controlled by fixed 

charges in classical ion exchangers [72]). Coarse-graining methods for this environment should be 

easier to develop because of the buffering, i.e., the total concentrations of salt (‘ionic strength’) 

do not change very much under normal conditions.  

 

Conclusion 

Quantitative molecular dynamics is needed to understand and control biological function 

of proteins in health and disease. The quantitative traditions of physics are needed to supplement 

the qualitative traditions of structural biology. 
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