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Abstract. Molecular dynamics simulations are widely used today to tackle problems in
biochemistry and molecular biology. In the 25 years since the first simulation of a protein
computers have become faster by many orders of magnitude, algorithms and force fields have
been improved, and simulations can now be applied to very large systems, such as protein–
nucleic acid complexes and multimeric proteins in aqueous solution. In this review we give a
general background about molecular dynamics simulations, and then focus on some recent
technical advances, with applications to biologically relevant problems.
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1. Introduction

In the five decades since molecular dynamics (MD) simulations were first introduced and applied

to elastic hard spheres (Alder & Wainwright, 1957). The method has proved to be very versatile

with a wide range of applications, and today MD simulations are routinely used in studies of large

and complex biological systems; an analysis of citation frequencies for some of the commonly

used programs indicates that after a rapid initial increase the number of reports using these

programs now has leveled off (Fig. 1). This evolution is in part due to an impressive development

in computer power, but also to the continued development of new parameters for the energy

function and new techniques for running a MD simulation. At this stage it is possible to inves-

tigate and elucidate microscopic properties of systems involving tens of thousands of atoms, of

complex chemical reactions, on timescales of nanoseconds and beyond. On the horizon one may

find MD simulations covering the dynamics of viruses, the protein-folding process, and various

large protein complexes making up the molecular machines that we now begin to perceive in the

biological cell. In this review we focus on what we believe are interesting technical advances in

MD simulations of biological macromolecules over the last few years. We wish to stress that the

review is not intended to fully cover all technical improvements. Here for instance technical

advances for Brownian dynamics, Car–Parrinello dynamics, ligand docking, Poisson–Boltzmann

calculations and pure quantum mechanics are not included.

Abbreviations : FM, fast multipole ; MD, molecular dynamics ; PME, particle–mesh Ewald ; P3M, particle–

particle particle–mesh ; r-RESPA, reversible reference system propagator algorithm; r.m.s., root mean

square.
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The first hard spheres simulations were soon followed by more realistic simulations of simple

systems, using a Lennard–Jones potential for liquid argon (Rahman, 1964), or studies of complex

liquids ; the first simulation of a polyatomic liquid focused on water (Rahman & Stillinger, 1971).

These studies are the background for the development of MD simulations of biological macro-

molecules, which were first presented with the simulation of the bovine pancreatic trypsin in-

hibitor (BPTI) in vacuo (McCammon, 1977 ; McCammon et al. 1977). Several years later the first

nucleic-acid simulation was published (Levitt, 1983).

The early years of MD simulations of proteins and nucleic acids have been reviewed

(McCammon & Harvey, 1987; Brooks et al. 1988 ; Karplus & Petsko, 1990), and this early

period is also the subject of recent short reviews (Levitt, 2001 ; Karplus & McCammon, 2002 ;

Karplus, 2003). The 25th anniversary of the first biomolecular MD simulation is marked by

dedicated issues of the Journal of Computational Chemistry [23 (1), 2002] and Accounts of Chemical

Research [35 (6), 2002].

Several reviews have covered the progress in MD simulations of nucleic acids (Auffinger

& Westhof, 1998 ; Cheatham & Brooks, 1998 ; Cheatham & Kollman, 2000; Beveridge &

McConnell, 2000 ; Norberg & Nilsson, 2002). Reviews concerning MD simulations of mem-

branes and proteins are usually more specific, focusing on, for instance, membrane dynamics

(Forrest & Sansom, 2000), protein hydration (Pettitt et al. 1998), protein folding (Brooks, 1998),

viral capsid proteins (Phelps et al. 2000), collective protein motions (Berendsen & Hayward,

2000), and protein reaction dynamics (Karplus, 2000). Different aspects of MD simulation meth-

odology are covered in a number of reviews (Kollman, 1996 ; Berne & Straub, 1997 ; Cheatham

& Brooks, 1998 ; Levy & Gallicchio, 1998 ; Schlick, 1999 ; Schlick et al. 1999 ; Tuckerman &

Martyna, 2000 ; Wang et al. 2001).

Modern MD simulations of proteins or nucleic acids are usually carried out with the solvent

explicitly treated, typically allowing simulations in the nanosecond range, but recently a 1-ms

Fig. 1. Number of citations per year to the AMBER ( ), CHARMM (&), and GROMOS (%) programs

1986–2002. Analyzed from ISI Web of Science using the following references or search patterns : AMBER

(Weiner & Kollman, 1981 ; Pearlman et al. 1995 ; ‘Pearlman, AMBER, 1991|1995’ ; ‘Case, AMBER, 1999’) ;

CHARMM (Brooks et al. 1983) ; GROMOS (van Gunsteren & Berendsen, 1987 ; Scott et al. 1999 ; ‘van

Gunsteren, GROMOS|Groningen, 1996’).
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simulation of the villin headpiece subdomain was conducted (Duan et al. 1998 ; Duan & Kollman,

1998). Nowadays MD simulations have the power to gain insight into different kinds of chemical

reactions at atomic level. Therefore the MD simulation technique has become quite powerful in

elucidating features of biological macromolecules.

A number of different MD programs and force fields for simulating the dynamic behavior of

biological molecules have been developed. Although most programs are closely associated with a

specific force field, often developed together with the program, programs and force fields are in

general separate entities and might thus, in principle, be used in a mixed fashion. If the functional

forms used by two different force fields are the same such a mixed use could be accomplished

with little more than a conversion of the format of the files, which store the force field.

Examples of commonly used programs for MD simulations biomolecules are AMBER

(Cornell et al. 1995), CHARMM (Brooks et al. 1983), ENCAD (Levitt et al. 1995), GROMOS

(van Gunsteren & Berendsen, 1987 ; Scott et al. 1999), NAMD (Nelson et al. 1996). The major

packages have similar capabilities in terms of what systems can be studied and the kinds of

simulations that they allow the user to perform: you need to be able to define and manipulate

your molecular system, the actual simlation has to be performed and finally the results have

to be analyzed. The way this is achieved varies. CHARMM is a single program which carries

out all the different tasks involved as specified in a keyword-based English-like command

language, whereas AMBER is a suite of programs that perform specific tasks, while GROMOS

is a set of FORTRAN subroutines and a suite of programs, which may be combined in

different ways.

2. Set-up of MD simulations

One important aspect of modern MD simulations is that the practitioner may choose other

statistical mechanical ensembles than the microcanonical (Tuckerman & Martyna, 2000). For

instance the Nosé–Hoover dynamics has been modified to include a chain of thermostating

extended variables (Martyna et al. 1992). These dynamic equations produce a canonical ensemble.

Below we consider the developments of techniques for constant-pressure dynamics, grand-

canonical dynamics and boundary conditions.

2.1 Constant-pressure dynamics

Several methods have been developed for running MD simulations at constant pressure. Among

the first methods developed for constant pressure are the extended system algorithm (Andersen,

1980 ; Nosé & Klein, 1983), the constraint algorithm (Evans & Morris, 1983, 1984), the weak

coupling method (Berendsen et al. 1984), the hybrid method (Martyna et al. 1994), and the

Langevin piston method (Feller et al. 1995). An integration scheme for MD simulations in an

exact isobaric–isothermal ensemble has been suggested (Melchionna et al. 1993) based on the

equations of motion formulated by Hoover (1985). Originally from the reversible reference

system propagator algorithm (r-RESPA) another integration scheme has been developed for

constant-pressure MD simulations (Procacci & Berne, 1994). The statistical mechanics ensemble

of the MD simulations which use the weak coupling thermostat (Berendsen et al. 1984) has been

investigated (Morishita, 2000), and found to approach the canonical ensemble for small coupling

constants, but for large coupling constants the energy exchange was suppressed and therefore

the ensemble approaches the microcanonical ensemble. A generalization of the Langevin piston
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method to allow for stochastic motion has been presented and shown to produce an isobaric–

isothermal ensemble (Kolb & Dünweg, 1999).

The isobaric–isothermal MD method of a system with holonomic constraints was analyzed

(Ciccotti et al. 2001) using non-Hamiltonian statistical mechanics (Tuckerman et al. 1999). The

equations by Kneller & Mülders (1996) were found to generate an isobaric–isothermal ensemble

only in systems with non-zero total force (Ciccotti et al. 2001). Further a set of equations of

motion for a proper isobaric–isothermal ensemble was described.

2.2 Grand-canonical dynamics

A general description of the grand-canonical Monte Carlo method has been presented (Valleau

& Cohen, 1980). It was demonstrated that by fixing the chemical potential the average number

or concentration can be determined. A decade ago the grand adiabatic ensemble method for MD

simulations was introduced (Çaǧin & Pettitt, 1991a). In this method the number of particles is

used as a continuous variable and therefore fractional molecules can be analyzed. A simple

fluid, which had variable number of molecules, has been examined using this method (Çaǧin &

Pettitt, 1991b). An extension of the grand-canonical method has been reported ( Ji et al. 1992).

In this study the density dependence of the chemical potential of a water model was investigated.

For grand-canonical ensemble simulations inclusion of umbrella sampling with a biasing in the

extended Hamiltonian technique improves the efficiency of atomic annihilation and creation

processes (Shroll & Smith, 1999). A comment concerning this report has compared the fluctu-

ations of particle numbers between that MD simulation and the cavity-biased Monte Carlo

method (Mezei, 2000). It was found that the Monte Carlo approach performed better than the

MD simulation.

2.3 Boundary conditions

When a biological molecule is solvated in a cubic or rectangular box of water periodic

boundary conditions are usually applied (Born & von Karmen, 1912 ; Allen & Tildesley, 1987 ;

van Gunsteren & Berendsen, 1990). These conditions guarantee that all atoms are surrounded by

neighbors, which are real atoms if they are inside the original box, and images of the atoms if they

are outside. Periodic boundary conditions can also be applied for other geometries like the

rhombic dodecahedron (Wang & Krumhansl, 1972) or the truncated octahedron (Adams, 1979).

These can substantially reduce the size of the system and therefore decrease the required com-

putational time. In the longest simulation (1 ms) of a protein, thus far, the truncated octahedron

box was used (Duan & Kollman, 1998). Alternative boundary conditions, which allow non-

periodic geometries, like the stochastic boundary conditions can also be applied (Kratky, 1980 ;

Berkowitz & McCammon, 1982). This procedure has been applied to energy minimizations of

a protein (Brooks & Karplus, 1983) and to simulations of protein dynamics (Brooks et al. 1985a ;

Brünger et al. 1985). Periodic boundary conditions and stochastic boundary conditions for DNA

fragments have recently been compared (Norberg & Nilsson, 1995b). The accuracy and stability

of the simulations was similar, but the stochastic boundary simulations were found to be sig-

nificantly faster than the MD simulations with periodic boundary conditions. MD simulations

using only a thin layer of water molecules around the protein have been performed and shown

promising results (Guenot & Kollman, 1992 ; Steinbach & Brooks, 1993 ; Sen & Nilsson, 1999b).

A different method uses the rotational symmetry boundary condition, which is based on the
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icosahedral symmetry and reduces the number of solvent molecules in the system (Çaǧin &

Pettitt, 1991c). Another technique named the dynamic surface-boundary-condition method

consists of adding a monolayer of special water molecules on the surface of the protein ( Juffer &

Berendsen, 1993). Recently the glide-plane boundary-condition technique for interfacial systems

has been developed (Wong & Pettitt, 2000). In comparison with periodic boundary conditions,

the number of atoms was reduced by half and therefore required less CPU time. The results were

very similar, however, the existing artifact in the glide-plane boundary-condition method requires

further exploration (Wong & Pettitt, 2000). A simple approach, which used weakly harmonic

restraining of a 5-Å shell of water, has been presented (Sankararamakrishnan et al. 2000). This

procedure worked for MD simulations with temperatures in the 300–500 K range.

3. Force fields

The accuracy of the energy function directly affects the accuracy and stability of MD simulations

of biological macromolecules. For reasons of computational efficiency when dealing with large

macromolecular systems the energy function has to be simple, and since force calculations

are needed in MD simulations, the function should also be analytically differentiable. Even

though the simulations are Newtonian, the energy function is an approximation of the Born–

Oppenheimer quantum mechanical energy surface of the system, and ab initio quantum chemical

calculations on model compounds today are indispensable in the development of these empirical

energy functions.

Several research groups have developed program packages for MD simulations of bio-

molecules, often in conjunction with an energy function. Most of these MD simulation programs

apply the same form of the energy function (Levitt, 2001), with harmonic terms describing bonds

and angles, Fourier series for torsions, and pairwise van der Waals and Coulombic interactions

between atoms that are separated by three or more bonds. The major differences between the

force fields are in the way the parameters of the energy function are derived. This, together

with the interdependencies among the parameters, results in parameter sets where individual

parameters cannot, and should not, be directly compared. Instead comparisons have to be made

based on the ability of the energy functions to reproduce relevant data for systems of interest.

The issue is further convoluted by different treatments of long-rang electrostatic interactions, but

overall recent energy functions have similar performance.

With the availability of increasingly powerful computers macromolecular simulations are now

regularly being performed in solution, and in the development of the newer energy functions

more attention has been paid to the balance between solute–solute, solute–solvent and solvent–

solvent interaction energies. Energy functions commonly used for the major classes of bio-

molecules are briefly characterized below in sections 3.1–3.4, and finally recent efforts towards

inclusion of polarization effects are described in Section 3.5.

3.1 Proteins

Highly accurate force-field parameters have been presented for the AMBER energy function

(Cornell et al. 1995). In a comparison between the AMBER95 and the modified AMBER C96

force fields (Ono et al. 2000), free-energy profiles were calculated for small peptides in explicit

water and in vacuo. Extended conformations of the peptide were found with the C96 force field

and more turn-like conformations with the AMBER95 force field. A modified version of the
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AMBER force field, with refined carbon–carbon torsional parameters, which is suitable for

cyclic b-amino-acid derivatives, has been described (Christianson et al. 2000). This parameter set

should be helpful in predicting qualitatively the helical secondary structures of b-amino-acid

oligomers.

Partial charges for the AMBER force field have been determined for biological and organic

molecules using the restrained electrostatic potential (RESP) methodology (Wang et al. 2000).

The study considered 55 molecules for which experimental data existed and an average

absolute error of 0�28 kcal molx1 was found. This was somewhat better than what was obtained

for the CHARMm/MSI, MM3, and MMFF force fields. Further the torsional parameters

in peptides were optimized and this gave better energies than those found for the AMBER95

force field (Cornell et al. 1995). In a recent investigation RESP charges have been derived for

molecular models that take into account ‘ lone pairs ’ on lone-pair donor sites and atom-centered

polarizabilities (Cieplak et al. 2001). In this methodology the partial charges are determined self-

consistently from both the partial charges and the induced dipoles to accurately reproduce the

quantum mechanical electrostatic potential. A genetic algorithm and a systematic search method

have been applied to optimize the force-field parameters (Wang & Kollman, 2001). In both

methods the r.m.s. errror of 0�51 kcal molx1 was smaller than the r.m.s. error of 0�78 kcal molx1

found with the AMBER force field (Cornell et al. 1995).

A few years ago protein parameters (version 22) for the all-atom CHARMM force field were

developed (MacKerell et al. 1998). The atomic charges were derived from ab initio calculations of

interactions between water molecules and model compounds. A number of different peptides

and proteins in vacuo and in crystals were used for testing the parameters.

The van der Waals parameters for the aliphatic CHn united atoms have been reparameterized

for the GROMOS96 energy function (Daura et al. 1998b). In this derivation the parameters were

adjusted to produce accurate room-temperature enthalpies of vaporization and vapor pressures

or densities of a set of solvated alkanes. For this reparameterization the cut-off radius was

increased from 8 to 16 Å. The investigation found free energies of hydration with a deviation

of 0�2 kcal molx1 from the experimental values. The newer GROMOS96 force-field version

has been compared to the old GROMOS87 version (Stocker & van Gunsteren, 2000). For the

comparison two 2 ns MD simulations of hen egg-white lysozyme were used in conjunction with

NMR and X-ray data. The GROMOS96 force field showed better agreement with experimental

data than the GROMOS87 force field. A number of biochemical systems have been used for

benchmarking the GROMOS96 program (Bonvin et al. 2000). The performance was measured

for a number of different computers. For the non-bonded interaction pairs and long-range

interactions a new pair-list technique was applied and found to yield a speed-up of 1�5–3 times

more compared to standard procedures.

The all-atom version of the OPLS force field has been reported (OPLS-AA; Jorgensen et al.

1996). Most of the bond-stretching and angle-bending parameters were taken from the AMBER

force field (Cornell et al. 1995), but the torsional and non-bonded energetic parameters were

derived using ab initiomolecular orbital calculations and Monte Carlo simulations ( Jorgensen et al.

1996). The free energy of hydration showed an average error of less than 0�5 kcal molx1 for some

model compounds. By using a classical approach force-field parameters were developed for

amines (Rizzo & Jorgensen, 1999). The experimental features of pure liquids and gas-phase

ab initio-calculated hydrogen-bond strengths were reproduced. Transferability of the parameters

to other solvents was demonstrated. The study concluded that there was no need to include

polarizability. In a recent study the OPLS-AA force field was improved by refitting the Fourier
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torsional coefficients (Kaminski et al. 2001). The average energy r.m.s. deviation was significantly

reduced and transferability of the parameters was demonstrated. Further a protocol for torsional

fitting was devised. For the OPLS-AA force-field torsion parameters have been derived using

quantum mechanical calculations (Damm & van Gunsteren, 2000). Three different parameter

sets were determined for both high- and low-energy conformations. These parameter sets

were then applied in the MD simulations of a b-heptapeptide and compared to previous data,

which were obtained by using the GROMOS96 force field. The results showed a melting

temperature of approximately 360 K for the OPLS-AA force field. This was an increase of

the melting temperature in comparison with the GROMOS96 force field, for which 340 K

was found.

Energetic parameters for the ENCAD program have been reported (Levitt et al. 1995).

Nanosecond trajectories for proteins in solution have been found to be stable with the ENCAD

force-field parameters. An extensive comparison of a number of force fields to ab initio and

experimental data has been conducted (Halgren, 1999). The MMFF94 and MMFF94s force

fields demonstrated the best results. The ECEPP force-field parameters have been updated

(Némethy et al. 1992). An improvement of the energy minimum for peptides containing Pro-Pro

or Ala-Pro sequences was obtained.

A comparison between 20 different force fields using high-level ab initio quantum chemical

calculations has been conducted (Beachy et al. 1997). This testing used an alanine tetrapeptide

as a model compound. The study found discrepancies in all of the force fields, and it is not clear

how relevant the alanine tetrapeptide is as a model system for proteins (MacKerell et al. 1998),

Further it was suggested that for obtaining accurate electrostatics the force fields needed to

incorporate off-atom partial charges. Force-field parameters, which included fluctuating dipoles,

have been developed for alanine, serine and phenylalanine (Stern et al. 1999). The intramolecular

parameters, torsional parameters, and Lennard–Jones parameters were adopted from the OPLS

force field ( Jorgensen et al. 1996). These parameters accurately reproduced energetics from

quantum mechanical calculations (Stern et al. 1999). For an alanine peptide a polarizable force

field named OPLS-FQ has been described (Banks et al. 1999). This force field used the non-

electrostatic parameters from the all-atom OPLS-AA force field ( Jorgensen et al. 1996) and

the polarizability was accounted for through the fluctuating charge model (Rick et al. 1994). The

accuracy was on the same level as has been found for other force fields.

A recent report has described a new force field, which includes fluctuating atomic charges

(Möllhoff & Sternberg, 2001). In this force field the charges were determined using the bond

polarization theory. The study presented a test, which showed r.m.s. deviation of interaction

energies, hydrogen-bond distances, and hydrogen-bond angles comparable to other force fields.

Effective charges have been determined for different conformational states of an alanine

dipeptide (Ridard & Lévy, 1999). These calculations were done with a specific fitting algorithm

to fit the ab initio electrostatic potential from the SCF wave function as previously described

(Lévy & Enescu, 1998).

Atomic charges have been determined by using a least-squares fit to the quantum

mechanical electrostatic potential with a restraint (REPD; Henchman & Essex, 1999a).

This method has an advantage over the RESP approach (Bayly et al. 1993) because the restraint

was optimized to produce charges close to the OPLS charges ( Jorgensen et al. 1996).

The accuracy of the REPD method was tested by calculating the free energies of hydration

of 22 organic molecules (Henchman & Essex, 1999b). An absolute error of 0�7 kcal molx1

was obtained.
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Ab initio, density functional theory, SIBFA molecular mechanics (MM) calculations have been

performed for formamide and cis-N-methylacetamide (cis-NMA) (Gresh et al. 1999). The SIBFA

formalism showed larger dimerization energies of formamide and cis-NMA than of alanine

and glycine dipeptides. From the analysis of SIBFA calculations the monopole–dipole and

monopole–quadrupole energy terms were found to be very important for the better formamide

dimerization compared to the glycyl dipeptide dimerization.

3.2 Nucleic acids

In the second-generation AMBER force field, nucleic-acid parameters were consistently

developed (Cornell et al. 1995). The charges were obtained using a 6-31G* basis set

and RESP fitting. In contrast the van der Waals parameters were derived from liquid MD

simulations.

Nucleic-acid parameters for the CHARMM version 27 force field have been derived (Foloppe

& MacKerell, 2000). The parameter refinement protocol was based on small molecule data

from experiments and ab initio calculations and nucleic-acid features in the condensed phase.

These parameters were determined to be compatible with the protein and lipid parameters in

CHARMM. A number of DNA and RNA structures have been simulated to verify the quality

of the CHARMM version 27 force-field parameters (MacKerell & Banavali, 2000). The study

analyzed dynamic, hydration and structural features in these simulations. In aqueous solution

B-DNA was observed to be stable in the B form, contrary to what has been found for the

CHARMM version 22 parameters (MacKerell et al. 1995). A stabilized A-DNA form was

obtained in 75% ethanol. In comparison with other force fields the CHARMM27 showed less

B form than the BMS force field (Langley, 1998), but more B form than the AMBER force

field (Cornell et al. 1995).

The intrinsic energetics of the torsion angles in nucleic acids has been calculated for both the

AMBER and CHARMM force fields (Bosch et al. 2001). Several improvements were included

in the CHARMM version 27 parameters compared to version 22 parameters. The nucleic-

acid structure with the lowest energy was well balanced in both AMBER and CHARMM. This

study concluded that both the force fields could still be further refined, especially considering

conformational transitions.

A large number of MD simulations have been performed to attest the performance of

the BMS force field for nucleic acids (Langley, 1998). In this force field the backbone dihedral

and phosphate parameters were derived and the other parameters were adopted from various

force fields. From the MD simulations both A-DNA/B-DNA and B-DNA/A-DNA transitions

were observed. In 75% ethanol solution the B-DNA/A-DNA transition was seen and also the

reverse. These 41 ns MD simulations using the BMS force field demonstrated both correct

sequence-dependent and environmental effects of DNA structures.

Force-field parameters for phosphorothioate DNA have been determined (Bertrand et al.

1999). These parameters took into account the sulfur effect on structure and were incorporated

into the FLEX force field in JUMNA (Lavery et al. 1995). Good agreement with experimental

results was obtained. Stable nanosecond MD simulations of DNA oligonucleotides have also

been obtained using the ENCAD force-field parameters (Levitt et al. 1995). The W99 force field

for organic molecules has been extended to include nitrogen atoms (Williams, 2001). This par-

ameter set was tested on nucleoside and peptide molecular crystals and showed good agreement

with determined crystal structures.
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3.3 Carbohydrates

Maltoheptaose was analyzed using small-angle X-ray scattering profiles, Monte Carlo calculations

and MD simulations with different force fields (Shimada et al. 2000). The Cff91 force field yielded

the best agreement with experimental data. Further it was observed that Glycam99 gave better

results than the older version Glycam93.

The carbohydrate parameters in GROMOS have been improved using MD and molecular

mechanics (Spieser et al. 1999). In this study the force constant of the glycopyranose rings was

increased to stabilize the ring inversion and the bond-angle potential was changed to account for

the exo-anomeric effect.

A MD study of the oligosaccharide a-D-maltose demonstrated the importance of including

explicit water in the simulation (Ott & Meyer, 1996). The study observed only short-lived

hydrogen bonds. Further the study incorporated the exo-anomeric effect by parameterization of

the GROMOS force field.

Seven test cases have been used to evaluate 20 different force fields (Pérez et al. 1998).

Principal-component analysis was applied to give a global view of carbohydrate parameters.

The relationship between the force fields was determined and this will be useful in selecting

parameters.

An atomic charge set for carbohydrate molecules has been derived (Woods & Chappelle,

2000) using the RESP methodology (Bayly et al. 1993). In the investigation the potential energy

was observed to be inversely proportional to the restraint weight used in the RESP procedure

(Woods & Chappelle, 2000). The charges were implemented into the GLYCAM force field

(Woods et al. 1995). Further the study suggested a refinement of the van der Waals parameters

or an incorporation of the polarizable charge model (Woods & Chappelle, 2000). Partial

charges for carbohydrates were determined by averaging charges, which have been calculated for

different structural conformations taken from a MD simulation (Basma et al. 2001). Interestingly

the investigation provided standard deviations for the partial charges. The hydroxyl group

conformations significantly affected the internal energies.

The CHEAT force field was developed for carbohydrates based on the CHARMM force field

(Grootenhuis & Haasnoot, 1993). In this force field the carbohydrate hydroxyl groups are

represented with united atoms. To obtain better agreement with NMR data a reparameterization

has been carried out resulting in the CHEAT95 force field (Kouwijzer & Grootenhuis, 1995).

This force field allowed for carbohydrate simulations without explicit water molecules. The study

further pointed out that the force field should not be used for protein–carbohydrate interactions.

3.4 Phospholipids

The united atom AMBER force-field parameters for phospholipid membranes have been refined

(Smondyrev & Berkowitz, 1999). In a test case a dipalmitoyl phosphatidylcholine bilayer

was simulated for 1 ns at 323 K. The area per head group and order parameters for the Sn-2

hydrocarbon tail were in good agreement with experimental data. In contrast the conformations

of the head groups in the simulations disagreed with what has been seen in the crystal structure.

For the CHARMM program the phospholipid parameters have been described (Schlenkrich

et al. 1996). Thereafter parameters for the unsaturated hydrocarbons were added (Feller et al.

1997). In a recently updated version of the phospholipid parameters (Feller & MacKerell, 2000)

major changes were made for the Lennard–Jones hydrocarbon parameters and the torsional
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parameters, and the phosphate moiety was reparameterized to achieve more accurate atomic

charges and torsional parameters.

In the GROMOS force field the parameters for the dipalmitoyl phosphatidylcholine bilayer

have been published (Egberts et al. 1994). More recently these parameters and other phospho-

lipid parameters have been thoroughly discussed (Berendsen & Tieleman, 1998). Recently the

lipid force-field parameters of GROMOS have been reparameterized (Schuler et al. 2001). For

alkanes the free energy of hydration was in very good agreement with experiments. The par-

ameters for n-alkanes, cyclo-, iso-, and neoalkanes were significantly improved. This will enable

MD simulations of membranes and micelles and other mixed apolar biochemical systems.

Another set of force-field parameters for lipids has been developed (Stouch et al. 1991). These

parameters and the CHARMM version 22 parameters have been assessed in MD simulations

of glyceryl phosphorylcholine crystals (Tu et al. 1995). The study found that these parameters

outperformed the CHARMM parameters in comparison with experimental values. In an

investigation of a bilayer of 128 fully hydrated phospholipids different boundary conditions and

force-field parameters were compared (Tieleman & Berendsen, 1996). The techniques and force

fields for MD simulations of lipid membranes have been reviewed (Tobias et al. 1997 ; Berendsen

& Tieleman, 1998 ; Tobias, 2001).

3.5 Polarization

To include the effects of polarization a method, in which the atomic-centered induced dipole was

described as induced charges on the atom and its neighboring atoms, has been reported (Winn

et al. 1999). This study is an extension of the previously published multipole analysis method for

deriving charges (Winn et al. 1997). The method takes advantage of using induced charges instead

of induced dipoles (Winn et al. 1999). Further it was found that a correction term was needed for

the electrostatics.

Recent improvements in polarizable force fields have been reviewed (Halgren & Damm, 2001

and references therein). The initial attempts several years ago to develop a polarizable force field

focused on the water molecule. An electrostatic model, which includes atomic charges, atomic

dipoles, and polarization, has been developed (Mannfors et al. 2000). Charges and dipoles

have been determined by fitting to ab initio electric potentials of isolated molecules and the

polarizability parameters were obtained from potentials by applying different electric fields to

the molecules. The study found an increased accuracy by including polarization compared

to condensed phase models.

4. Electrostatics

Long-range electrostatic interactions determine to a large degree the conformation of a biological

macromolecule and are also very important for the initial encounter in many association pro-

cesses. A number of reviews have focused on the importance of long-range electrostatic inter-

actions in biochemical systems (Harvey, 1989 ; Berendsen, 1993). A recent review concerning

electrostatic interactions has focused on the methodology and applications to membranes

(Tobias, 2001).

The long-range nature of electrostatic interactions makes them computationally the most

expensive part of a MD simulation ; for a finite system withN charges,yN 2 interactions have to

be computed, which can be prohibitively expensive for large systems. The traditional way of
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handling this problem is to truncate the range, and only include interactions between charges

separated by a distance shorter than some cut-off, typically around 10 Å. The Ewald summation

technique (Ewald, 1921), which in principle is the correct way to treat electrostatic interactions

in infinite periodic systems, has recently gained popularity in the biomolecular simulation

community due to the introduction of computationally efficient variants (Toukmaji & Board,

1996 ; Sagui & Darden, 1999), which reduce the computational complexity to N logN. Several

studies, (see below) have looked for artifacts due to the strict periodicity imposed by these

methods. For large non-periodic systems multipole expansion and multi-grid methods, which are

O(N ), offer substantial speed-ups, and there are also combinations of multipole and Ewald

summation methods.

Different truncation methods for long-range electrostatic interactions have been compared in

MD simulations of both proteins and highly charged nucleic acids (Norberg & Nilsson, 2000 and

references therein), and it was shown that spherical cut-off methods, with an appropriate tapering

function such as the atom-based force-shift truncation method (Brooks et al. 1985b ; Steinbach

& Brooks, 1994), provide accurate and stable nanosecond trajectories that behave essentially in

the same way as those obtained with Ewald methods.

4.1 Spherical truncation methods

The first developed truncation methods are the spherical truncation methods, which are used

together with a Verlet neighbor list that is updated regularly. These methods neglect all Coulomb

or van der Waals interactions where the distance between the two atoms is greater than a certain

radius, the cut-off distance. There are a number of different ways to implement the spherical

truncation methods (Brooks et al. 1983, 1985b; Steinbach & Brooks, 1994). A simple way is to

truncate the energy or the force abruptly at the cut-off distance, but usually some kind of

smoothing function S(r) is applied :

E(rij )=ECoul(rij ) � (S (rij ; ron; roff )):

Spherical truncation comes in a variety of flavors, but the methods can be broadly classified

according to whether the neighbor list is atom–atom, or group–group based, if the smoothing

function modifies the energy over the whole range r<roff (shifting) or over a narrow range

ron<r<roff (switching), and if Smakes the energy and/or the force go to zero at roff. With group-

based truncation it is known that energy is not conserved (Steinbach & Brooks, 1994), which is

easily seen for the simple case of two dipoles with an interaction energy Ed when they are just

within the cut-off distance. If one of the dipoles now moves just outside the cut-off it can rotate

180x and bounce back as a result of bumping into something, essentially at no energetic cost.

When it re-appears within the cut-off distance of the first dipole, their relative orientation has

changed and the interaction energy is xEd, without a corresponding change elsewhere in the

system. If the atom groups are not neutral the effects can be severe, and we believe that reported

cases of unstable simulations of nucleic acids using spherical truncation are probably caused by

the use of group-based truncation schemes. In a recent study of a number of different truncation

methods a detailed description of the methods is given and the application of the methods to

proteins and nucleic acids is discussed (Norberg & Nilsson, 2000 and references therein). The

study demonstrated that the atom-based force-shifting function and the particle–mesh Ewald

(PME) technique generated stable and very similar nanosecond trajectories for double-stranded

DNA. This issue has also been discussed in a recent review (Cheatham & Kollman, 2000).
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The twin-range cut-off method (van Gunsteren & Berendsen, 1990) has been examined for an

aqueous sodium chloride solution (Auffinger & Beveridge, 1995). This spherical cut-off method

determines the short-range interactions at every step of the MD simulation, but the long-range

interactions are only calculated when the non-bonded list is also calculated. Perturbations were

obtained at the cut-off limit, but these were probably due to the use of a charge-group-based

truncation and not a result of the twin range itself.

In MD simulations of a sodium ion in water boxes with different edges another approach

to truncate the electrostatic interactions was applied (Ledauphin & Vergoten, 2000). For the

solute–solute and solute–solvent interactions three cut-offs along the x-, y- and z-axes were

used, whereas the solvent–solvent interactions were treated with a classical spherical cut-off.

Good agreement with experimental results was found for the ion–oxygen radial distribution

functions.

4.2 Ewald summation methods

The infinite sum needed to compute the Coulomb energy of a charged particle in an inifinite

periodic system converges slowly, but this can be speeded up if a cancelling charge distribution is

added and the sum is rewritten as the following Ewald sum:
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here erfc is the complementary error function, the first term is the real-space summation, the

second term is a correction for the self-energy of the cancelling charge, the third term is the

reciprocal space summation, which is truncated at an ellipsoidal boundary, and the fourth term

is a surface correction term, which involves the unit cell dipole moment, D, and the dielectric

constant, ek, of the surrounding medium. k=2p(l/Lx , m/Ly , n/Lz ) is the reciprocal space lattice

vector. k determines the width of the cancelling charge distribution, here a gaussian (ri(r)=qik
3

exp{xk2r 2}/p
3
2 ) centered at each real charge but other functional forms are also possible.

With a wide charge distribution (small k) the exponential in the reciprocal space sum decays

rapidly to zero, and only a few terms have to be included. A narrow distribution, on the other

hand, makes the erfc in the real-space sum fall to zero very quickly, hence an optimum value of

k has to be choosen, such that total time is minimized for a given required accuracy. For

the surface correction term, J(D, ek), it has been suggested that vacuum boundary conditions

are preferable to tinfoil boundary conditions in simulations of biomolecules (Vorobjev &

Hermans, 1999).

Several different methods based on the Ewald summation have been developed. An efficient

Ewald method for large condensed phase systems (Smith & Pettitt, 1995), in which the real space

was partitioned into two parts, one long-range and one short range, was tested on an ionic system

and found to be slower than the traditional spherical truncation method, but with less artifacts.

Possible artifacts of the Ewald summation method in liquid solutions and biomolecules have

been investigated (Smith & Pettitt, 1996 ; Smith et al. 1997 ; Hünenberger & McCammon, 1999 ;
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Weber et al. 2000), with the general conclusion that the artifacts are small, in particular for

systems with large unit cells and solvents with a high dielectric permittivity.

The reciprocal sum of the Ewald sum can be turned into an O(N . logN ) method (PME) by

using fast Fourier transform of the charge distribution distributed onto a grid (‘mesh’) (Darden

et al. 1993 ; Sagui & Darden, 1999). This method has been further extended using B-spline

interpolation of the reciprocal space structure factor (Essmann et al. 1995). The importance of

the real-space term in the Ewald summation approach has been extensively examined (Wolf et al.

1999). Evaluation of the real-space term can also be made more efficient using a tree code,

with multipole expansions to approximate the interactions between particles, which reduces the

complexity from O(N 2 ) to O(N logN ) (Duan & Krasny, 2000). Several recent reviews discuss

applications of the PME method in MD simulations of proteins and nucleic acids (Cheatham

& Brooks, 1998 ; Darden et al. 1999 ; Cheatham & Kollman, 2000 ; Norberg & Nilsson, 2002). In

a comparison of the PME method with other commonly used truncation methods (Norberg &

Nilsson, 2000) it was observed that the PME method produced accurate and stable trajectory of

a DNA oligonucleotide, but very similar results were also obtained with appropriate spherical

truncation of the electrostatic interactions.

A method has been proposed for systems that are periodic in two dimensions and have a

finite length in the third dimension, and was also shown to yield a significant reduction in

computational time (Yeh & Berkowitz, 1999). In a comparison of the standard Ewald sum-

mation method and the PME method with 2D periodicity a cubic box of water was simulated

with both methods and the accuracy was found to be on the same level for both methods, but

for 2D periodicity the PME method was approximately 5 times faster than the Ewald summation

method (Kawata & Nagashima, 2001).

The particle–particle particle–mesh (P3M) method uses a charge-shaping function to split

the potential into a real part and a reciprocal space one (Hockney & Eastwood, 1981). In this

method particle–particle summation is used for the short-range non-bonded interactions

and the long-range non-bonded interactions are determined from the Poisson equation with

periodic boundary conditions (Sagui & Darden, 1999). It has been shown that using polynomials

truncated to a finite spatial range, instead of a Gaussian, as charge-shaping function leads to

an increase in computational speed, user friendliness and improved accuracy (Hünenberger,

2000).

The relative r.m.s. force errors for the reciprocal sums in the P3M, PME and smooth PME

methods are very similar (Darden et al. 1997), but less accurate than the standard Ewald sum-

mation (Deserno & Holm, 1998a). The latter study recommended the P3M method, which uses

an analytically derived optimal-influence function to minimize the force errors, and in a following

paper the accuracy of the P3M method was calculated (Deserno & Holm, 1998b).

The reversible reference system propagator algorithm (r-RESPA) (Tuckerman et al. 1992) with

multiple time-steps can be used in combination with the PME (Kawata & Mikami, 1999, 2000) or

P3M Ewald method (Zhou et al. 2001a) to further accelerate the computations. Not only

the Coulombic interactions but also the van der Waals interactions may be evaluated using

the PME method (Kawata & Mikami, 1999, 2000). A symmetric Trotter factorization of the

Liouville operator together with the PME method were used to construct a multiple time-step

force-splitting formalism for biological molecules (Batcho et al. 2001). The study presented

a position-Verlet scheme for dynamic integration and optimized parameters for the Ewald

method. A discussion about the speed-up of these techniques in relation to other commonly

applied procedures was reported.
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4.3 Fast multipole (FM) methods

The FM method (Greengard & Rokhlin, 1987) is based on conventional multipole expansions

for the electrostatic potential, and tree algorithms, in which distant particles recursively grouped

into multipoles are used to calculate the energies and forces. A recent review covers to some

extent the basics of the FM method (Sagui & Darden, 1999).

For MD simulations of large proteins a method, which combines the FM technique and the

r-RESPA, has been developed (Figueirido et al. 1997). The study found that the energy was

conserved for time-steps up to 12 fs for molecules of 40 000 atoms. A considerable speed-up was

seen over the Verlet integration combined with the Ewald summation. In comparison with the

PME method the presented technique showed similar efficiency up to 20 000 atoms, while for

even larger molecules the FM method with r-RESPA was more efficient. A multiple time-step

method in conjunction with the Nosé–Hoover chain method for controlling the temperature

and pressure has been implemented (Cheng et al. 1999). By using these methods a time-step of

4 fs could be allowed to obtain stable MD simulations. The study concluded that these methods

are clearly better than the SHAKE method concerning speed-up and temperature control.

With the computational complexity of the Ewald (N 2 ), PME (N logN ), P3M (N logN ) and

FM (N) methods, it is clear that FM will be the fastest for very large systems. Benchmarks of the

speed of the methods are very dependent on details of code implementation/optimization,

and thus the break-even points are difficult to define accurately (Pollock & Glosli, 1996 ;

Toukmaji & Board, 1996).

4.4 Reaction-field methods

Instead of trying to include explicitly all interactions in an infinite system, as in the Ewald or FM

methods, or truncating the sum at some cut-off distance, one may include effects of the sur-

roundings using a reaction field, which takes care of the response of the dielectric medium

beyond the cut-off (Allen & Tildesley, 1987 ; Tironi et al. 1995 ; Im et al. 2001 ; Walser et al. 2001 ;

Banavali et al. 2002). Recent implementations of generalized reaction-field methods allow not

only dipolar but also ionic solutions to be treated. The reaction-field method is an approximation,

but it seems to perform quite well (Tironi et al. 1995 ; Boresch & Steinhauser, 1999 ; Rozanska

& Chipot, 2000; Walser et al. 2001).

5. Implicit solvation models

The aqueous environment found in vivo is essential for most biomolecular functions, even though

many proteins retain their structure under very dry conditions or in vacuo. Early protein simul-

ations benefited from this by being performed without any solvent, thus saving a substantial

amount of computing time since in a simulation of a protein in water, 90% or more of the time

may be spent on computing water–water interactions. For highly charged systems, such as

nucleic acids, vacuum simulations were less successful, and today most simulations incorporate

solvent effects, either with an explicit solvent representation or implicitly. In addition to pro-

viding dielectric screening, an explicit solvent contributes direct and specific interactions that

may be important, particularly close to the solute. The importance of explicit solvents in MD

simulations for the thermodynamic decomposition of free energies and for the handling of the

electrostatic effects has been reviewed (Levy & Gallicchio, 1998). On the other hand, implicit

Advances in MD simulations 271



solvation models allow more direct estimation of free energies of solvation than can be obtained

with explicit solvation (Lazaridis & Karplus, 2003). The statistical mechanics behind the implicit

solvation models has been thoroughly described (Roux & Simonson, 1999). This review further

outlined the non-polar and electrostatic contributions of the solvation free energy. In another

review MD simulations, which include the generalized Born model, have been compared to

explicit solvent MD simulations (Simonson, 2001). Implicit models using the generalized Born

model have been compared to explict solvation (Simonson, 2001), solvent effects on biological

molecules and different methods (MD, QM, continuum models) for treating solvent features

have been reviewed (Cramer & Truhlar, 1999 ; Orozco & Luque, 2000).

The generalized Born model has been investigated regarding the performance and vec-

torization as described in the AMBER program (Sosa et al. 2001). MD simulations, which used

the implicit Born model, were significantly faster than fully hydrated protein MD simulations.

A recent approach used a surface of active polarons to model the main part of the bulk solvent

(Kimura et al. 2000). This method applied a thin layer of explicit water molecules with external

forces and polarons, which are variable charges that correct for the long-range electrostatics, to

solvate a biomolecule. In several test cases good agreement with experiments were obtained.

In a hybrid MD approach the solvent–solvent interactions were handled by a coarse-graining

model (Malevanets & Kapral, 2000). Here all the other interactions were treated with full MD.

The solvent interactions followed the right hydrodynamic equations and a test showed that this

hybrid scheme captured both hydrodynamic and microscopic effects.

The solvent effects are included in MD simulations through the solvent-accessible surface

area in the generalized Langevin dynamics method (Oliva et al. 2000). This method was applied

to the carboxypeptidase A inhibitor protein and found to be promising for simulating large

biomolecular systems.

In the effective energy function EEF1 the CHARMM united-atom energy function was

combined with a Gaussian solvent-exclusion model for the free energy of solvation (Lazaridis &

Karplus, 1999). This solvation model was developed from small model compounds. Further the

ionic side-chains were neutralized and for the charge–charge interactions a distant-dependent

dielectric constant was applied. The report also demonstrated the applicability of the energy

function in MD simulations. In a recent review a number of newly developed effective energy

functions have been discussed (Lazaridis & Karplus, 2000).

A recent investigation has demonstrated stable and cost-effective MD simulations of bio-

molecules using a continuum solvent approach (Marchi et al. 2001). The method is based on a

polarization-density free-energy functional with a minimum at the electrostatic equilibrium.

Further, applying a pseudopotential technique expanded the solvent polarization and after a

discretization of the functional the equations of motion were generated.

Another way to simulate a specifically hydrated region of a large protein while the distant

solvent molecules are represented with a continuum dielectric has been reported (Im et al. 2001).

In this methodology the solvent-shielded static field from the biomolecule was determined once

from the finite-difference Poisson–Boltzmann method and the solvent reaction field was gen-

erated from a basis-set expansion, in which the coefficients correspond to the electrostatic

multipoles. This method was tested on the active site area of the aspartyl–tRNA synthetase

protein and compared to the finite-difference Poisson–Boltzmann method.

A continuum solvation model for the Merck molecular force field has been parameterized

(Cheng et al. 2000). This generalized Born/surface area (GB/SA) solvation model showed free

energies of solvation with good accuracy.
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A fast method named the buried atom elimination (BAE) technique, for finding inaccessible

atoms, has been developed (Weiser et al. 1999). This method speeds up the surface area com-

putation and has been incorporated into the MacroModel program. From the testing it was

found that the method increased the efficiency in the energy minimizations and MD simulations

while keeping the same accuracy in computation.

In a recent investigation a smooth solvation potential was developed (York & Karplus, 1999).

The basics for this potential are the conductor-like screening model (Klamt & Schüürmann,

1993). A simple solvent-accessible surface with a surface discretization based on angular quad-

rature rules was used (York & Karplus, 1999). The model was based on the solution of a number

of linear equations, which produce a smooth potential and have no singularities.

In a protein-folding study MD simulations with explicit solvent and generalized Born model

were compared (Bursulaya & Brooks, 2000). The thermodynamics of folding was determined

for the b-sheet protein Betanova. Both models gave similar results for the location of the global

minimum, the absence of folding barrier, and the unimportance of hydrogen bonds in folding.

Discrepancies were observed regarding the protein stability and the folding transition tempera-

ture. The investigation stated that the generalized Born model was good enough for analyzing the

folding of small polypeptides.

The binding of an octapeptide to the murine MHC class I protein has been compared using

both explicit and implicit solvent models (Zhang et al. 2001). The surface-generalized Born

implicit solvent model was significantly faster than the free-energy perturbation simulations in

explicit water, but it was concluded that implicit models are not yet accurate enough to treat the

conformational freedom of the protein.

6. Speeding-up the simulation

For a given computational effort the total time of a simulation is determined by the number of

interactions that have to be evaluated at each time-step, the number of degrees of freedom that

have to be propagated, and the step size. To enhance the speed in MD simulations one can try to

reduce the number of interactions, or the number of degrees of freedom; the efficiency of

interaction evaluations can be improved. If the basic time-step can be increased there is a

potential for speeding up the simulation, and a number of algorithms concerning the integration

time-step and the factors that limit the step size have been reviewed (Schlick et al. 1997).

The number of interactions may be reduced by using implicit solvation as discussed in Section 5,

or by using a force field with only heavy atoms represented (Section 3) ; other coarse-

graining methods, using rigid bodies have also been suggested. Constraints are commonly used

both to enforce a rigid geometry of molecules or fragments of molecules, and to allow a longer

time-step.

6.1 SHAKE and its relatives

The fundamental step size in the numeric integration is determined by the period of the fastest

motions in the system, and the SHAKE algorithm (Ryckaert et al. 1977) for holonomic con-

straints [of the form f (R, t)=0, where R denotes the coordinates all particles in the system] was

one of the first devices to address this problem by removing the fastest degrees of freedom from

the system, The SHAKE algorithm is an easily implemented and efficient method which has

been widely used in MD simulations for some time. It can be applied to bonds or bond angles,
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but due to the coupling between dihedral and bond-angle motions it is usually only applied to

bonds, and often only to X–H bonds, which exhibit the fastest vibrations. This still allows 2 fs

time-steps with the Verlet or leap-frog integrators, compared to 0�5–1 fs without SHAKE. To

remove the fast vibrations of hydrogens in MD simulations a holonomic constraint variant was

constructed (Ryckaert et al. 2001).

SHAKE may run into convergence problems for large coordinate displacements, and it does

not parallelize well because of its iterative nature. The constraint method LINCS (Hess et al.

1997), which resets the constraints rather than their derivatives, was designed to remedy these

issues, and it achieves a speed-up of 3–4 times compared to the original SHAKE algorithm

(Ryckaert et al. 1977). In SHAKE the linearized constraint equations are treated as independent

and solved iteratively. Several partly analytical variants have been introduced, often with an exact

matrix inversion instead of the approximation with independent equations (Mertz et al. 1991 ;

Kräutler et al. 2001). These algorithms are still iterative, due to the linearization of the constraint

equations, but fewer iterations are required. The speed-up depends on the trade-off between

fewer iterations and the cost of inverting the matrix, which becomes expensive for large systems

of connected constraints. For systems with a small number of inter-dependent constraints, such

as water, or when high accuracy is desired these methods are advantageous.

RATTLE (Andersen, 1983), and the analytical variant SETTLE (Miyamoto & Kollman, 1992)

also allow velocities to be constrained, and they can thus be implemented in integrators that use

velocities.

A generalization of SHAKE (GSHAKE) that allows for general non-holonomic constraints

along with holonomic constraints, using a similar iterative procedure as SHAKE has recently

been developed (Kutteh, 1999) and shown to be efficient, with no numerical drift for large

numbers of constraints.

In the QSHAKE method, which is also an iterative constraint method, holonomic SHAKE-

like constraints are combined with quaternion dynamics for rigid fragments (Forester & Smith,

1998). The study found that the QSHAKE algorithm used fewer holonomic constraints,

obtained convergence by fewer iterations, and was more stable for large time-steps than the

SHAKE method.

6.2 Multiple time-step algorithms

In multiple time-step methods fast and slow motions are separated, often based on distance

classes, assuming that interactions involving larger distances vary more slowly, however, other

schemes have also been devised. This results in a speed-up if the main computational burden is

associated with the longer timescale (Tuckerman & Martyna, 2000 ; Tuckerman et al. 2000).

Multiple time-steps can be combined with various Ewald techniques (see Section 5) and algor-

ithms such as the Nosé–Hoover chain algorithm for pressure and temperature control (Marchi &

Procacci, 1998 ; Cheng & Merz, 1999). Several multiple time-step algorithms have been

investigated and stable MD trajectories have been reported with the long time-step as large as

8 fs (Garcı́a-Archilla et al. 1998 ; Grubmüller & Tavan, 1998 ; Izaguirre et al. 1999 ; Leimkuhler

& Reich, 2001).

The MBO(N)D (multi-body order (N) dynamics) method combines rigid-body dynamics with

multiple time-steps. In this approach the high-frequency harmonic motions are removed while

allowing the low-frequency anharmonic motion (Chun et al. 2000). This is managed by using

different levels of detail to model different parts of the molecule. In tests the MBO(N)D method
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has reproduced the essential dynamical global properties of proteins and nucleic acids (Chun et al.

2000).

6.3 Other algorithms

Digital signal processing techniques have been used to remove high-frequency motions in

MD simulations (Sessions et al. 1989). In the digitally filtered MD approach (Phillips et al. 2000)

the atomic velocities were modified such that the vibrational motion was controlled based on the

frequency, allowing high selectivity and control.

The highest frequency motions are connected with the lightest atoms in the system, the

hydrogens. Building hydrogens as dummy atoms or increasing the hydrogen mass could extend

the time-step from 2 to 7 fs and 4 fs, respectively (Feenstra et al. 1999).

Two integration algorithms, which conserve the energy and are reversible in molecular

simulations, have been developed (Zhou et al. 2000). The energy is evaluated at each iteration

and, therefore, these methods are computationally more expensive, but longer time-steps can be

utilized compared to SHAKE.

7. Conformational space sampling

Methods to speed-up the simulation also increase the sampling of available conformations, and

since this is very important in many applications several techniques have been developed to

further increase conformational sampling in MD or Monte Carlo simulations (Berne & Straub,

1997). There are two basic approaches, either to flatten the energy surface so that it becomes

easier to pass barriers between conformations, or to use several copies of a region of interest,

which increases sampling of this region at a small cost increase if the major computational

effort lies in handling the remainder of the system. Flattening of the energy surface can either be

done in a general way, to increase overall sampling, or it can be done along a defined reaction

coordinate to facilitate a specific transformation.

7.1 Multiple-copy simultaneous search (MCSS) and locally enhanced sampling (LES)

The MCSS procedure was developed for finding energetically favorable positions of functional

groups on a protein surface (Miranker & Karplus, 1991). A huge number of copies of a func-

tional group were placed at a specific site and thereafter simultaneously minimized or simulated.

In rational drug design the functionality maps from this method can be of importance. The

method has also been extended to include target flexibility (Stultz & Karplus, 1999). Favorable

positions of functional groups in a binding site can be found and even novel minima, which are

not present in the fixed structure. To enhance the sampling the LES approximation was applied.

In the study the viral protein HIV-1 protease with methanol and methyl ammonium was used for

testing.

LES, a related method in which a fragment of the system is present in several copies has been

used to calculate diffusion pathways for carbon monoxide through lupine leghemoglobin protein

(Czerminski & Elber, 1991). The diffusion rates in leghemoglobin was faster than that in myo-

globin due to the lack of helix D and to the more flexible CE loop in leghemoglobin as has been

shown experimentally. LES has also been applied in studies of nucleic-acid conformations

(Simmerling et al. 1998).
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Sampling may be enhanced if the barriers between local minima are reduced, which can be

achieved through conformational flooding, a method which destabilizes the initial state of the

system by adding a potential centered at this initial state (Grubmüller, 1995). Potential smooth-

ing can also be handled by the diffusion equation method. This method and its extensions have

been thoroughly investigated (Pappu et al. 1998). Two methods for energy optimization of bio-

molecules have been analyzed (Hart et al. 2000). The quantitative and qualitative correlations

between potential smoothing and simulated annealing were described.

The success rate of a ligand trying to escape from a binding pocket in a receptor is low in

standard MD simulations if the pocket is not quite open. In this case the rate may be increased

by the addition of a randomly directed force on the ligand, and changing the direction of the

force if the ligand does not move a certain distance over a period of time (Lüdemann et al. 2000).

The exit path(s) finally found may then be used in more quantitative analyses such as a PMF

calculation.

An interesting development is the scheme for running combinations of MD simulations and

Monte Carlo simulations (LaBerge & Tully, 2000). This mixed method was shown to converge to

the correct equilibrium probability distribution, and it may enhance sampling in cases where part

of the system, for example the solvent, is more efficiently handled by Monte Carlo, while the

dynamics of the solute is treated by MD.

In replica-exchange dynamics several copies (replicas) of the system are simulated simul-

taneously, at different temperatures, and at certain intervals replicas are exchanged (i.e. their

temperatures are switched), usually with a probability based on the energy and temperature

difference between the two replicas (Sugita & Okamoto, 1999). The method has been successfully

applied in protein folding and peptide conformation analysis (Zhou et al. 2001b ; Feig et al. 2003).

7.2 Steered or targeted MD

In the steered MD approach external forces are used to maneuver the molecule, for example in

binding and unbinding processes. This procedure makes it possible to speed-up biomolecular

processes, which are usually too slow to handle, and to probe mechanical functions. Recently the

steered MD technique and the atomic force experiments have been reviewed (Isralewitz et al.

2001). A couple of studies have built potentials of mean force from steered MD trajectories

(Balsera et al. 1997 ; Evans & Ritchie, 1997 ; Gullingsrud et al. 1999).

In targeted MD the simulation is driven towards a specific conformation of the solute, usually

by means of a force that depends on the conformational difference between the current structure

and the target structure. A targeted MD method for determining the transition pathway between

different configurations of a protein has been proposed (Schlitter et al. 1993), and applied to the

T $ R transition in insulin, as well as to the molecular switch in ras p21 (Ma & Karplus, 1997),

the GroEL chaperone complex (Ma et al. 2000), and to protein folding (Ferrara et al. 2000).

7.3 Self-guided MD

To increase the efficiency of searching the conformational space a self-guided MD simulation

technique has been developed (Wu & Wang, 1998). In this method a guiding force was

incorporated into the equations of motion. The guiding force was determined as a time average

of the force from the same MD simulation. An advantage of this self-guided technique over the

conventional MD simulation was the increased search efficiency of the conformational space and
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the possibility to overcome energy barriers. A recent extension of the self-guided MD simulation

approach has been described (Shinoda & Mikami, 2001). The study demonstrated that the

algorithm was stable at different pressures and temperatures. Lahiri et al. (2001) found that

for a simple model system with a test particle in a double-well potential sampling rates could

actually be reduced by the self-guiding procedure, unless the correlation between the physical

and self-guiding forces was rather small.

An approach for efficient sampling of the conformational space of proteins is the leap-

dynamics method (Kleinjung et al. 2000). Here a combination of the essential dynamics method

(de Groot et al. 1997) and MD simulations were used. This scheme was applied to an alanine

dipeptide and the conformations obtained were observed with all but one of the methods.

Further the BPTI and the Y35G mutant were studied. The combined method correctly

predicted the mobility of the mutant compared to the native structure as judged from NMR

measurements.

7.4 Leaving the standard 3D Cartesian coordinate system: 4D MD and internal

coordinate MD

A MD method with four spatial dimensions has been presented (van Schaik et al. 1993). The

procedure with distance restraints from NMR data has been applied to structure refinement of

cyclosporin A and of lac-repressor headpiece proteins. For these two cases the standard refine-

ment protocol failed. The study found that the proteins could be refined and concluded that the

method might be important for loop modeling. Excess chemical potentials may also be com-

puted using PMF calculations along the fourth dimension, as was shown for the hydration free

energy of camphor (Pomès et al. 1999).

An internal-coordinate MD approach devised for flexible biochemical systems has been

developed (Lee et al. 2001). This formalism is based on the spectroscopic B-matrix in non-

redundant generalized coordinates.

7.5 Temperature variations

Another way to sample the conformational space of a biological macromolecule using MD

simulations is to use a number of different temperatures. This has turned out to be a very efficient

and powerful tool for investigating various chemical problems. For instance high-temperature

MD simulations have been used to study protein folding (see Section 10.1). This procedure has

also been applied to nucleic acids for analyzing the glass transition (Norberg & Nilsson, 1996).

This report found a glass transition around 223–234 K for a hexamer duplex (Fig. 2).

A computationally efficient procedure called the repeated-annealing sampling method has

been proposed (Kamiya & Higo, 2001). The method was applied to tri-N-acetyl-D-glucosamine

in vacuo and was found to give comparable results to conventional multi-canonical MD

simulations.

To describe a rough energy landscape the random-energy approximation has been used and

the density of states is usually assumed to be Gaussian distributed. Another distribution, in which

the N independent rotors build up the biomolecule, is based on the rotational isomeric

approximation (Pérez et al. 1998). The sampling efficiency of the conformational space has been

explored using a random search and the iterative simulated annealing approach (Corcho et al.

2000). For the random search method the density of states of the molecule displayed a bimodal
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distribution, whereas for the simulated annealing approach structures were found only in the

lower peak of the distribution.

8. Thermodynamic calculations

The basic description for the calculation of free energies was formulated many years ago

(Zwanzig, 1954), and applications in biochemistry have flourished for two decades, as described

in the number of review articles focusing on free-energy calculations, with detailed descriptions

of the methodology for a large number of approaches (Beveridge & DiCapua, 1989; Straatsma &

McCammon, 1992 ; Kollman, 1993, 1996 ; Gilson et al. 1997 ; Lamb & Jorgensen, 1997 ; Kollman

et al. 2000, 2001).

8.1 Lambda (l) dynamics

The efficiency of a free-energy perturbation calculation usually depends on the pathway chosen

for the transformation. By using a set of coupling parameters, li, that are treated as dynamical

variables, which are allowed to change during the simulation, it is possible to find alternative,

optimal, pathways in an automated fashion. Free-energy calculations can thus be transformed

into potentials of mean-force calculations in the l variable space, with umbrella sampling on the

l variables (Kong & Brooks, 1996), a methodology that could be important for molecular design

problems like relative binding-affinity calculations. With a set of li several perturbations can be

performed simultaneously, and the largest li at the end of the simulation is the one connected to

the optimal change, for example allowing a series of related ligands to be ranked according to
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Fig. 2. Temperature dependence of the anharmonic contribution obtained by subtraction of the harmonic

contribution from the mean-square fluctuations averaged over all atoms of the d(CGCGCG)2 duplex
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Sciences USA 93 (1996), 10173–10176.] (Copyright 1996 National Academy of Sciences, USA.)
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their affinity for a target (Banba & Brooks, 2000). The essential conformations of 5-member-

ring heterocycle derivatives bound to an artificial binding site were successfully sampled using

the l-dynamics technique in a study of the sampling efficiency of ligand orientations and

conformations (Banba et al. 2000).

8.2 Extracting thermodynamic information from simulations

The analysis of free-energy pertubation or umbrella-sampling simulations often requires that data

from several simulations are joined in a smooth fashion, and a formalism called the weighted

histogram analysis method (WHAM) based on the multiple histogram technique has been de-

veloped (Ferrenberg & Swendsen, 1989 ; Kumar et al. 1992 ; Boczko & Brooks, 1993). This

approach allows for multiple dimensions and produces smoother potential surfaces than con-

ventional methods to splice together data sets. A generalized way to estimate thermodynamic

properties of biochemical systems based on the maximum-likelihood method has been derived

(Bartels, 2000), and shown to be equal to WHAM.

The methodology has also been applied to nucleic acids (Norberg & Nilsson, 2002). For

instance the conformational free-energy landscape of a trinucleotide has been determined

(Norberg & Nilsson, 1995a). This potential of a mean-force profile displayed a global minimum

corresponding to the crystal structure (Fig. 3). The cis/trans-imide isomerization of a blocked

peptide dimer has been investigated using the multi-canonical ensemble MD simulations with

WHAM (Ono et al. 1999). In the study both the cis- and trans-isomer states were observed. To

calculate an adiabatic potential energy map the automatic refinement procedure (AMRP) was

implemented (Crouzy et al. 1999). This method was applied to the isomerization of two bonds

in the retinal of bacteriorhodopsin and good experimental agreement was found. In a recent

approach WHAM was used for free-energy perturbations together with the umbrella sampling

(Souaille & Roux, 2001). One advantage was that a specific region of the conformational space

could be chosen by window potential.

A way to estimate thermodynamic properties of biochemical systems based on the maximum-

likelihood method has been derived (Bartels, 2000). This approach was found to be equal to

WHAM for the potential of mean-force calculations and to the composite reference state

method for free-energy difference calculations.

8.3 Non-Boltzmann thermodynamic integration (NBTI)

A recently developed method for free-energy calculations is the NBTI method (Ota & Brünger,

1997). This method has shown good results for free-energy calculations of the difference in

solvation of butane and propanol. The binding free energies between two amine inhibitors and

trypsin have been determined using this method (Ota et al. 1999). The NBTI simulation sampled

the conformational space better and produced binding free energies closer to experimental

values than the thermodynamic integration method.

8.4 Other methods

By using MD simulations together with soft-core potential scaling the relative hydration free

energies of organic molecules were determined (Mordasini & McCammon, 2000). The method is

based on an initially generated MD simulation using an unphysical reference state. Thereafter this
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trajectory was used for calculating the free-energy differences between molecules. The study

found that for small mutations the method was good, but for large mutations severe discrepancy

was obtained.

In the linear interaction energy method only the end states of of the thermodynamic cycle are

simulated, and the free energy of binding, DGbind, in a protein–ligand complex is obtained from

(Åqvist et al. 2002)

DGbind=a(nEvdWmboundxnEvdWmfree)+b(nECoulmboundxnECoulmfree)+c,

where E is the interaction energy between the ligand and its surroundings (solvent or protein in

the free and bound simulations, respectively), and a, b and c are empirical parameters, which

play an important role in obtaining accurate absolute-binding free energies. These parameters

have been investigated for several protein-ligand interactions (Wang et al. 1999). A correlation
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between the empirical b-parameter and the weighted non-polar desolvation ratio was observed.

Another test study focused on 15 inhibitors of the enzyme neuraminidase (Wall et al. 1999).

The linear interaction method was evaluated and a r.m.s. error of 1�51 kcal molx1 was found

for the binding free energies.

In a recent investigation several approaches for ligand–protein binding free-energy calcu-

lations were evaluated (Sham et al. 2000). The study focused on the linear response approxi-

mation method, the linear interaction method, the protein–dipoles Langevin–dipoles (PDLD)

method, and a semi-microscopic version of the PDLD method. Similar results were obtained

for all the methods, but the semi-microscopic PDLD method was significantly faster than the

other methods.

The hydration free energy was determined using the developed generalized linear response

method (Chen & Tropsha, 1999). A test of the technique was carried out for a number of neutral

organic compounds and good agreement with experiments were seen. One advantage of the

method was the reduced computational cost.

To obtain accurate free energies the molecular mechanics and continuum calculations have

been combined (Kollman et al. 2000). This approach is the most recent development in calcu-

lating free energies of biomolecules. The review covers applications concerning both proteins

and nucleic acids. This approach was applied to the villin headpiece subdomain protein to

differentiate between the native, random coil and intermediate states (Lee et al. 2000b).

An analytic gradient method for optimization of the transition state in solution chemical

reactions has been presented (Okuyama-Yoshida et al. 1998). This method utilized the force and

Hessian on the free-energy surface and can be determined from MD simulations. Further the

study derived intrinsic reaction coordinate equations on the free-energy surface.

The force on the free-energy surface from MD techniques was used in the free-energy gradient

algorithm (Okuyama-Yoshida et al. 2000). This method was applied to geometry optimization of

the glycine zwitterion in aqueous solution. The glycine zwitterion was observed to be stable in

the aqueous solution and this has also been found in experimental studies.

Free-energy differences of amino-acid substitutions in a protein have been evaluated (Shobana

et al. 2000). In the study the focus was on the effects from the equilibration time, number of

windows, and choice of transformation path. The intrinsic problem with dummy atoms in free-

energy calculations was investigated. Stable free-energy differences with good reversibility and

minimal variability were found.

Another method has been described for estimating the electrostatic free-energy differences

using MD simulations (King & Barford, 1993). The results were within approximately

1–2 kcal molx1 of data from thermodynamic integration calculations. A speed-up of half the

computational time was found. Since the method is based on the fact that the initial and final

state are not too different the integrand of the thermodynamic integration equation was approxi-

mated with a linear function of the coupling parameter.

In a recent study the thermodynamic integration procedure based on Jarzynski’s identity

( Jarzynski, 1997) has been used to obtain equations for free-energy differences (Hummer, 2001).

Free energies from this fast-growth thermodynamic integration showed very good agreement

with results from umbrella sampling together with WHAM. It was further pointed out in the

study that the fast-growth thermodynamic integration is very suitable for massively parallel

computation.

One way of calculating the free-energy difference is to generate a long trajectory using a soft-

core potential scaling for the mutated functional groups (Liu et al. 1996). This involves sampling
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of the essential conformations of both the initial and final states and thereafter these con-

formations are used to determine the free-energy difference using the perturbation formula. This

extrapolation method has been tested on a series of organic molecules and for molecules of

similar size the results were reliable, but the inaccuracy increased for large functional groups.

Two issues, which are essential in free-energy calculations, have been analyzed (Sen & Nilsson,

1999a). First the dependence of the free-energy difference on the extent of perturbation for a

specific transformation was investigated. Second the sampling error in free-energy difference

calculations of mutagenesis in the free state and in complex was checked. In the first case no

dependence was seen and in the second case the sampling errors were similar for the two

different approaches.

Four different techniques, the thermodynamic integration method, free-energy perturbation

method, the acceptance ratio method of Bennett, and a WHAM-based method, for determining

the free energy have been compared (Radmer & Kollman, 1997). The two last methods showed

the smallest errors when no intermediate states were taken into account. In the report an

extension of the last method was also presented.

The ability to use higher derivatives of the free energy with respect to the coupling constant

parameter, l, has been analyzed (Smith & van Gunsteren, 1994). In the study it was observed

that the derivatives up to the third had converged in a 750 ps simulation. The study also dis-

cussed the advantages of using higher derivatives in different applications.

By using a single MD simulation the hydration free energy of several small molecules were

determined (Schäfer et al. 1999). In this investigation a previously published method was

employed (Liu et al. 1996). Here the solute molecule was modeled as a dummy with soft-core

interactions (Schäfer et al. 1999). The hydration free energies were very accurate and the com-

putational efficiency was increased by 2–3 orders.

A second dynamic pharmacophore model based on multiple crystal structures has been

developed (Carlson et al. 1999). This dynamic model was an improvement over the static models

and can be used for searching databases to identify new inhibitors.

The free energy between two states of a biochemical system in equilibrium has been deter-

mined from a number of independent irreversible short simulations (Hendrix & Jarzynski, 2001).

This fast-growth free-energy algorithm was applied to a Lennard–Jones fluid for calculating the

excess chemical potential.

The accuracy of free-energy perturbation calculations has been assessed (Lu & Kofke, 2001).

Here it is argued that the free-energy perturbation calculation should be carried out in a specific

direction, i.e. that in which the entropy of the target is smaller than the entropy of the reference.

9. QM/MM calculations

The fundamentals of the QM/MM methodology were first described in a study of the catalytic

mechanism of lysozyme (Warshel & Levitt, 1976). Several years later the QM/MM method was

applied to exchange reactions in solution and the advantages and weaknesses were examined in

detail (Singh & Kollman, 1986 ; Field et al. 1990). The total hamiltonian, Htot, for the system is

split into three parts

H tot=HMM+HQM+HQM=MM,

where the two first terms describe the interactions within the MM and QM regions respectively.

Once a certain description is chosen for each of these, the remaining issues, in the third term,
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contain the interactions between the MM and QM parts. In these calculations the QM part is

the most time consuming, nevertheless both ab initio and density functional methods, as well as

semi-empirical QM codes, are used for HQM today.

Several recent reviews of QM/MM focus on the basics of the QM/MM method (Monard &

Merz, 1999), the problem of how to treat the boundary between the QM and MM regions

(Monard & Merz, 1999), combination with free-energy calculations of chemical reactions in

enzymes (Monard & Merz, 1999 ; Kollman et al. 2001 ; Villà & Warshel, 2001), or on the validity

of the approximations in mixed quantum-classical systems involving dynamical processes

(Egorov et al. 1999).

If the QM part of the system is covalently linked to the MM part, the treatment of the

boundary between the two has to be defined. This may be done through the introduction of

additional link atoms, usually hydrogen-like, between the MM and QM parts (Singh & Kollman,

1986 ; Field et al. 1990, 2000). The link atoms complete the valency of the QM region while

interacting through a MM bond with the MM region. Other approaches to this problem have

also been proposed: Using a connection atom that interacts with the semi-empirical QM atoms

as a differently parameterized QM atom and with the MM atoms as a conventional MM atom

(Antes & Thiel, 1999) results in smooth potential surfaces because no extra centers are used. In

the generalized hybrid orbital method (Gao et al. 1998 ; Amara et al. 2000) a number of hybrid

orbitals are introduced on the boundary atom between the QM and MM fragments, allowing new

biochemical systems to be handled without reparameterization. The pseudobond formalism

(Zhang et al. 1999, 2000) in which the pseudobond mimicking the original bond is only treated in

the QM part and, is based on a 1 free-valence atom with an effective core potential that replaces

the boundary atom of the MM part and forms a boundary atom of the QM part. In a comparison

of the link atom formalism and the local self-consistent field approach (Reuter et al. 2000) it is

shown that the selection of the QM/MM electronic interactions in the frontier region plays an

essential role in determining the overall energy and the QM electron distribution. In general the

two methods show similar accuracy when care is taken concerning the frontier between the QM

and MM regions.

The methodology is now at a point where it is of interest to improve the accuracy of the

QM description at a reasonable computational cost. One example of this is a study of models

of triosephosphate isomerase-catalyzed reactions, where the self-consistent-charge density-

functional tight-binding (SCC-DFTB) method (Cui et al. 2001) was used in the QM part and

found to give reliable energies.

In a spirit similar to the QM/MM approach QM calculations can be performed on a set of

classically computed configurations (Wood et al. 1999 ; Sakane et al. 2000), molecular electrostatic

potentials have been calculated using classical methods far from the molecule, and QM methods

at a closer range (Hernández et al. 2000). Solvent effects have also been determined from QM

together with MD simulations based on a mean-field theory (Sánchez et al. 2000), including

mutual polarization of the solute and solvent molecules.

10. MD simulations of protein folding and unfolding

Proteins fold to their native structure through physicochemical processes as determined by their

amino-acid sequences (Anfinsen, 1973). The most widely accepted view of how the protein-

folding process occurs is based on the energy landscape view (Onuchic et al. 1997). Here the

folding to the native structure is regarded as a process with multiple pathways, on an energy
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landscape resembling a funnel with local minima, which could trap the protein in misfolded

states. Recently MD simulations have been used in conjunction with experiments to characterize

the denatured and transition-state conformations of proteins (reviewed in Brooks, 1998 ; Shea

& Brooks, 2001). The folding pathways of the 36-residue villin headpiece subdomain were

examined using a 1-ms MD simulation (Duan & Kollman, 1998), which currently is the longest

MD simulation of a protein conducted in aqueous solution. In the simulation starting from an

unfolded conformation a hydrophobic collapse and helix formation were observed followed by

conformational rearrangements. Two folding pathways to a native-like structure were found.

Simulations generate large amounts of data, and to allow meaningful comparisons of a

folding/unfolding simulation with experimental observations, and with other simulations,

pertinent characteristics of the process have to be defined, and tools to analyze these properties

have to be developed. Commonly used characteristics are : the number of amino acid–amino acid

contacts (native or overall) ; radius of gyration (Rg) : r.m.s. deviation from native structure ; the

structure index, which is a product of secondary structure and local packing interactions at a

given residue (Daggett, 2002) ; the w-value, which for a given amino acid substitution measures

the ratio of (de)stabilization of the transition state (TS) and folded state (S) relative to the

unfolded state (U), w=DDGTSxU/DDGFxU (Fersht, 1995). Several analysis methods, based on

geometry or more general properties, for the protein unfolding process have been applied to a set

of proteins (Kazmirski et al. 1999). In these unfolding simulations a variety of pathways to the

denatured state were found, and it was concluded that a folding/unfolding pathway character-

ized by some physical property may involve structurally diverse conformations.

In the following sections the focus is on the folding of proteins and a few recent studies of

shorter peptides. Folding of peptides has been reviewed elsewhere (Brooks & Case, 1993 ;

Brooks, 1998 ; Shea & Brooks, 2001).

10.1 High-temperature effects

In an early high-temperature simulation of the S-peptide analog in aqueous solution at 358 K

(Tirado-Rives & Jorgensen, 1991), the most interesting findings were that the breaking and

formation of main-chain hydrogen bonds occurred through the following sequence a$310$no

hydrogen bond. In the following decade several high-temperature unfolding simulations on small

proteins were reported.

Upon unfolding of the BPTI (Daggett & Levitt, 1992, 1993) a compact, partially denatured

state, which was 10–25% larger than the native state, was observed, and the volume increase was

not due to penetrating water molecules. The hydrophobic core was well preserved and the major

conformational changes were found in the loop regions. The simulations proposed a model for

the molten globule state. In a more recent study the unfolding of BPTI was examined by eleven

high-temperature simulations in water (Kazmirski & Daggett, 1998a). These unfolding structures

were found to agree with experimental results from NMR, fluorescence energy transfer and ANS

binding. In a neutral pH environment a slight increase of the Rg for the unfolded conformations

was observed, and protonation of acidic residues was found to result in an expansion of the

protein.

Similarly expanded and partially unfolded structures of apomyoglobin showed secondary-

structure content and tertiary-structure contacts in agreement with experimental findings. The

most stable a-helical regions were found to be in contact with the other helices (Tirado-Rives

& Jorgensen, 1993).
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In unfolding simulations of lysozyme, two-state behavior with no distinct folding domains

(Mark & van Gunsteren, 1992) has been observed, indicating that an initial collapse was followed

by formation of a secondary structure. Similar results were obtained in a study in which a nearly

complete loss of secondary structure and a divided hydrophobic core were found (Hünenberg

et al. 1995), supporting a folding model with a hydrophobic collapse preceding the secondary and

tertiary structure formation. Williams et al. (1997) found that the lysozyme b-sheet was still intact

in the transition state, whereas in simulations by Kazmirski & Daggett (1998b), the b-domain

unfolded first, leaving the a-domain structured. The observed conformational substates sug-

gested that the major kinetic intermediate might be made up of partially folded states with

differences in helix packing (Kazmirski & Daggett, 1998b).

Barnase and CI2 have been the subject of a large number of unfolding simulations by several

groups. In barnase the core unfolds concurrently with (Caflisch & Karplus, 1994, 1995), or

followed by (Bond et al. 1997; Li & Daggett, 1998) fraying secondary structure. The unfolding of

the core has been observed to be accompanied by water penetration after disruption of parts of

the secondary structure (Caflisch & Karplus, 1994). In a number of high-temperature barnase

simulations two intermediates on the unfolding pathway were found, and the calculated structure

index, which takes into account both secondary and tertiary interactions, agreed quite well with

the experimentally measured w-values from protein engineering and NMR experiments (Bond

et al. 1997 ; Li & Daggett, 1998 ; Daggett et al. 1998). A heterogeneous denatured ensemble was

obtained in which fluid hydrophobic clusters were found, together with residual structure in the

a1 and a2 helices and tertiary contacts in the b(3–4) region (Wong et al. 2000) also in agreement

with NMR data (Fig. 4). Engineered disulfide bonds were found to constrain the denatured state

(Clarke et al. 2000).

For CI2 the secondary structure was partially unchanged, but in the hydrophobic core tertiary

contacts were broken (Li & Daggett, 1994, 1996). w-Values determined from the unfolding

simulations were in quantitative agreement with experimental values. The loss of secondary and

tertiary contacts occurred concurrently in these simulations, and the transition-state structure

D (4 ns) D (3 ns) D (2 ns) D (1.5 ns)

I2I1TSN

Fig. 4. Structures from a simulation of barnase colored by structure index values S (light red S<0�3, red
So0�3 and S<0�7, blue So0�7). Here I1 is the major intermediate state, I2 is the second more disordered

intermediate state, TS is the major transition state, N is the native NMR structure and D are the denatured

states (Wong et al. 2000). [Reprinted from the Journal of Molecular Biology 296 (2000), 1257–1282, with

permission from the publisher, Academic Press.]
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was thus closer to the native state than to the unfolded state. The structure index for the

transition-state conformation was calculated and found to be in good overall agreement with

experimental w-values, which suggests that in the transition state the a-helix is partially intact and

the b-sheet disrupted. The data further indicated that the folding proceeds according to the

nucleation-collapse mechanism. From a simulated transition-state ensemble of the CI2 protein,

mutants with an accelerated folding rate were designed (Ladurner et al. 1998). The folding rate

was increased 40-fold by elimination of unfavorable interactions at the C terminus and in the

reactive loop region. In unfolding simulations with an implicit solvent model the initial unfolding

event occurred between the helix and the b3–b4 strands, and in the transition state only 25% of

the native contacts were formed (Lazaridis & Karplus, 1997). A wide diversity in the unfolding

pathways was found, suggesting a reconciliation of the the classical, single path, view of folding

with the new view in which the energy hypersurface has a bias towards the native state, thus

allowing folding to occur without following a specific path. In an investigation of the 46-residue

helical fragment B of protein A the expansion of the transition-state volume was similar to what

has been found experimentally for CI2 (Guo et al. 1997), and a native-like topology of the

transition state was seen with approximately 30% of the native tertiary structure and 50–70% of

the helical structure.

Folding via the nucleation-condensation mechanism has been observed for the a+b protein

suc1, which is involved in cell cycle regulation (Alonso et al. 2000 ; Schymkowitz et al. 2000), and

for the FKBP12 protein (Fulton et al. 1999). The suc1 study used w-value analysis to verify the

conformations of the rate-limiting transition state for the folding–unfolding and for the inter-

mediate state in the refolding. In the protein the area around the b2- and b4-strands builds up the

folding nucleus as suggested by the nucleation-condensation mechanism. Native secondary

structure was obtained at the a1-helix and at the b-sheet. The suc1 protein was observed to fold

by a two-state process and the overall results from the MD simulations agreed very well with

experimental data. In FKBP12 all the interactions in the transition states for folding were much

weaker than in the native state. No secondary structure was fully formed in the transition state, in

which the b2-, b4- and b5-strands were the most structured and comprised the folding nucleus

together with the C terminus of the a-helix (Fulton et al. 1999).

In the engrailed homeodomain protein secondary and tertiary structure folding are uncoupled,

leading to a very rapid folding process. This allows extrapolation of experimental refolding and

unfolding data to 100 xC, giving an estimated half-life for unfolding of 7�5 ns at 100 xC (Mayor

et al. 2000), a timescale which is accessible to MD simulations. This unfolding was seen in the

MD simulation. Furthermore the transition states from MD simulations at 100 xC and at 225 xC

were quite similar and in agreement with the experimentally determined position of the transition

state along the folding pathway.

The folding mechanism and thermodynamics of segment B1 of streptococcal protein G has

been investigated using high-temperature MD simulations (Sheinerman & Brooks, 1998a, b).

First a database of initial conformations was generated using MD simulations at 400 K and

thereafter followed by equilibration and sampling at 298 K. In the investigation an initial collapse

was observed prior to the secondary-structure formation. A free-energy landscape of the folding

(Fig. 5) along the reaction coordinate, which was defined by the Rg, was constructed using

WHAM (Ferrenberg & Swendsen, 1989 ; Boczko & Brooks, 1993). The energy landscape of

segment B1 of protein G is displayed in Figure 5. The protein structure formation was found to

arise from two regions, the N terminus and the turn connecting the third and fourth b-strands.

In the folding process the a-helix was formed early and the b-sheet followed the overall topology
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(Sheinerman & Brooks, 1998a, b). Water molecules were observed to be present in the protein

core until the late stage of the folding process, when 80% of the native contacts were formed.

In the N terminus of the a-helix an experimentally determined non-native contact, which was

important in the early stages of the folding, was observed.

The folding free-energy landscape for the three-stranded b-sheet protein Betanova con-

structed using the WHAM method applied to MD simulations starting from a database obtained

from four high-temperature simulations (Bursulaya & Brooks, 1999). This demonstrated that the

folding process took place in two collapse stages. The driving force for folding was the native

side-chain contacts, with approximately 60% of the native contacts being formed in the

transition state. The thermodynamic stability of Betanova was estimated to approximately

1 kcal molx1. The free-energy folding surface for Betanova was found to be similar for the

implicit generalized Born model and the explicit water model at 275 K (Bursulaya & Brooks,

2000). Another synthetic 20-residue b-sheet peptide has been investigated using high-tempera-

ture implicit solvation MD simulations (Ferrara & Caflisch, 2000). In the major folding pathway

the contacts were formed between the second and third strands and thereafter the N-terminal

strand docked onto these strands. This folding picture agreed with the free-energy surface, which

was observed for the Betanova protein (Bursulaya & Brooks, 1999).
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Fig. 5. Free-energy surfaces along the reaction coordinate r (defined by the number of native contacts)

(inset) and as a function of r and Rg (radius of gyration). Contours are drawn every 0�5 kcal mol–1

(Sheinerman & Brooks, 1998b). [Figure reprinted with permission from the Proceedings of the National Academy

of Sciences USA 95 (1998), 1562–1567.] (Copyright 1998 National Academy of Sciences, USA.)
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Potato carboxypeptidase inhibitor was folded from partially unfolded conformations using

MD simulations with disulfide bond constraints (Martı́-Renom et al. 1998). The partially unfolded

structures were obtained from high-temperature MD simulations and seven conformations were

chosen for the nine refolding MD simulations, in which the temperature was decreased to room

temperature. In all except one case the refolding simulations re-created the native simulation

conformation within 1�8–3�2 Å for the main-chain of the core. Just a few native hydrogen bonds

were re-created and the structures obtained from more unfolded initial conformations were

closer to the native structure.

10.2 Co-solvent and polarization effects

Barnase has been studied in both water and 8 M urea solution at 298 K for 0�5 ns and at 358 K

for 2�0 ns (Tirado-Rives et al. 1997). This study examined the effect of urea in comparison with

aqueous solution on the folding process. The room-temperature water simulation was in close

agreement with experimental data. In the high-temperature simulation the unfolding pathway

closely mimicked the energetic trends seen by protein engineering. The observations from both

the urea simulations suggested that urea promotes protein unfolding by stabilization of the

unfolded conformations instead of destabilizing the native form. Another investigation has also

studied the unfolding of barnase by MD simulations with lengths of 555–870 ps in water and

urea solution at two different temperatures, 300 and 360 K (Caflisch & Karplus, 1999). For the

simulations with and without urea the solvent accessible surface area of polar and non-polar

groups were very similar. This observation disagreed with the first study (Tirado-Rives et al.

1997), that found the solvent-accessible surface area of hydrophobic regions to increase when

urea was present. The study further suggested that effects of both polar and non-polar groups of

proteins were involved in urea denaturation (Caflisch & Karplus, 1999).

The folding reactions of a b-heptapeptide and a b-hexapeptide in methanol have been thor-

oughly studied using MD simulations at different temperatures (Daura et al. 1997, 1998a, 1999b).

The free energy of folding was approximated to approximately 0 and 1 kcal molx1 for the

b-heptapeptide and b-hexapeptide, respectively. At room temperature the 31-helix, which is the

experimentally observed structure of the b-heptapeptide, was not stable and at 350 K the peptide

unfolded and refolded in a time period of approximately 200 ps. Similar conformations of the

peptide were obtained both without and with NOE distance restraints from NMR experiments.

The importance of explicit solvent was also demonstrated (Daura et al. 1999a).

Non-classical and many-body treatment of the interactions in the folding of the Betanova

protein have been examined (van der Vaart et al. 2000) in a study of the effects from charge

transfer and polarization, which were found to be nearly constant during the folding process, and

therefore the driving force for folding was mainly the electrostatic interactions. These obser-

vations demonstrated that effective two-body potentials could be used for an accurate picture

of the folding of Betanova.

10.3 External force effects

A 46-residue 3-helix bundle from fragment B of staphylococcal protein A was examined using

MD simulations, in which the unfolding process was driven along the Rg as a reaction coordinate

(Boczko & Brooks, 1995). The study indicated that the interaction between helices I and II was

important in the initial phase of folding and thereafter helix III associated with these helices. The

folded state had 2�6 kcal molx1 lower free energy than the unfolded state.
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Hen egg-white lysozyme unfolding has been investigated using a penalty function, which

increased the mean radius of the protein (Hünenberger et al. 1995). Both the force constant in the

penalty function and location of the center of mass of the protein clearly affected the unfolding

process. This approach to model unfolding will always bias the unfolding. A folding mechanism

with docking of preformed a and b secondary structures was suggested. The unfolding of hen

egg-white lysozyme has been examined using the path exploration with distance constraints

approach (Gilquin et al. 2000). An important role in the unfolding was the broken contacts

between the a-domain and the b-domain. This b-sheet unfolding was due to the release of the

Ile55-Leu56 turn from the hydrophobic patch of the a-domain. The MD simulation study

suggested that the Ile55 residue was critical for correct folding and this has also been supported

by experimental results.

The unfolding of two titin subunits, I27 domain and the homology-built I28 domain, was

examined using steered MD simulations, in which one terminus was fixed and a force was

applied to the other terminus (Lu et al. 1998). In the study six MD simulations with different

pulling speeds were performed. To initiate unfolding of the Ig domains the backbone hydrogen

bonds between the parallel b-strands Ak and G and antiparallel b-strands A and B were broken.

After the separation of the b-strands the hydrophobic core became exposed and then the

domains could unravel. Due to lack of computer resources the MD simulations had a speed 6–8

orders of magnitude larger than in the experiments. This yielded a 4 times larger peak force in the

MD simulations compared to experiments. The force-induced unfolding pathway was unlikely

to be the same as that observed for spontaneous unfolding. To investigate the extension that

precedes the main unfolding event MD simulations were carried out with forces from 20 to

500 pN being applied to the termini of the I27 domain (Marszalek et al. 1999). An extension of

approximately 2 Å was observed for forces up to 50 pN, and for forces larger than 100 pN the

I27 domain showed extensions of 6–9 Å, in good agreement with AFM experiments, which

showed an extension of 6�6 Å. If the hydrogen bonds between the b-strands broke then the

forces were larger than 100 pN and unfolding of the domain occurred. The breaking of these

water-mediated hydrogen bonds was found to be a key event in the force-induced unfolding

process and took place before the unfolding could proceed (Lu & Schulten, 2000 ; Lu et al. 2000).

From the theory of mean first-passage time the energy barrier between the folded and unfolded

states was estimated to have a width of around 3 Å and a height of approximately 20 kcal molx1

(Lu & Schulten, 1999a), which agreed well with the experimentally determined 22 kcal molx1.

After the barrier was passed only weak forces were needed to fully unfold the protein and break

the remaining inter-strand hydrogen bonds.

Stretching and unfolding have been observed in ten different protein domains which were

investigated using forced MD simulations (Lu & Schulten, 1999b). The domains were divided

in two classses : ‘ I ’ for proteins, which exhibit a potential barrier at short extension; ‘ II ’ for

proteins, which do not show a potential barrier against stretching. This barrier arises due to the

breaking of several inter-strand backbone hydrogen bonds. A force larger than 1500 pN was

needed to unfold the class I b-sandwich domains. Thus the study suggested that this simulation

technique might be used to design proteins with barriers of desired height.

Unfolding of the fibronectin type-3 domains 9Fn3 and 10Fn3 and the heterodimer of these

domains has been studied using MD simulations with applied external forces (Paci & Karplus,

1999). The two domains showed similar unfolding pathways, but in the heterodimer the 9Fn3

domain was completely unfolded before the initiation of unfolding of the 10Fn3 domain. The van

der Waals interactions were found to be the dominating forces in stabilizing the b-sandwich
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and also the separate b-sheets. Thus the electrostatic interactions only played a minor role in

stabilizing the domains. Two b-sandwich proteins, a fibronectin type-III (Fn3) domain and an

immunoglobulin (Ig) domain, and two a-helical proteins, an acyl–coenzyme A-binding domain

and an a-spectrin domain, have been unfolded using force-induced MD simulations (Paci &

Karplus, 2000). In the unfolding process of the Fn3 domain two barriers were observed, but for

the Ig domain just one barrier. The unfolding of the Ig domain required a larger force than was

needed for the Fn3 domain. It was also found that larger forces were required for the b-sandwich

domains compared to the a-helical domains. These domains have also been studied using

high-temperature MD simulations. A recent overview report of the unfolding of the Ig and

fibronectin domains has been published (Isralewitz et al. 2001).

The unfolding process of CI2 has been characterized using implicit solvation-targeted MD

simulations and compared to unrestrained MD simulations at high temperatures (Ferrara et al.

2000). The different approaches gave qualitatively similar results, in that the disruption of the

secondary and tertiary structures took place in the same way, although the pathways were diverse.

These MD simulations showed that the sequence of events occurred as had previously been

seen in MD simulations using different force fields and solvation models. Therefore the study

concluded that the targeted MD simulations gave realistic pathways.

One MD simulation study has so far recognized unfolding of a protein driven by pressure

(Floriano et al. 1998). The transition to the molten globule state of metmyoglobin was found to

start at 600 MPa and unfolding occurred at approximately 900 MPa. Approximately 30–40% of

secondary-structure content was obtained in the molten globule. The study further suggested

that the helix formation process followed the (i, i+2)p(i, i+4) hydrogen-bond pathway, and

the relative stability among the metmyoglobin helices was predicted.

S
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ed
-u

p

Number of CPUs

Fig. 6. Efficiency in parallel computing using CHARMM for different numbers of nodes. The 14 000 atom

system run on 866 MHz Pentium III processors, using Fast Ethernet (#) or SCI communication hardware

(r) (Scali AS, Norway).
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11. On the horizon

Presently very impressive computational resources are affordable for single departments,

or research groups. Most of the commonly used MD programs have been parallelized to take

advantage of inexpensive commodity personal computers. New programs are also being designed

for massively parallel MD (Straatsma et al. 2000). Global optimization of energy functions for

proteins have been created using parallel algorithms (Lee et al. 2000a). The study further discusses

the efficiency of parallel computation. Multiple-level parallel schemes and new methodology

such as multiple time-step integration and non-canonical variable transformation to excite long

lengthscale motion have been reviewed (Tuckerman et al. 2000). In another investigation the P3M

method was favored for parallel implementations over the FM or Ewald methods (Pollock &

Glosli, 1996). As an example of the computational efficiency in parallel MD, timing data for a

benchmark simulation of myoglobin in water (Fig. 6) show that standard components can be

effectively used to run approximately 8–16 processors in parallel.

Currently the longest MD simulation of a protein carried out is 1 ms (Duan & Kollman, 1998).

The study focused on the villin headpiece subdomain (Fig. 7). A massively parallel computer with

(a) (b) (c)

(d ) (e)

Fig. 7. Currently the longest protein simulation (1 ms) of the villin headpiece subdomain. The simulation

was started from: (a) an unfolded extended conformation ; (b) a partially folded state at 980 ns ; (c) native

structures ; (e) a representative structure of the most stable cluster ; (d ) the overlap of the native structure

with the most stable cluster structures. Color code [except (d )] : red, main chain atoms and oxygen; black,

non-main chain carbon; blue, non-main chain nitrogen ; gray, hydrogen ; yellow, sulfur (Duan & Kollman,

1998). [Reprinted with permission from Science 282 (1998), 740–744.] (Copyright 1998 American Association

for the Advancement of Science.)
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256 CPU processors was utilized in this MD simulation. For the computationally demanding

long-range non-bonded protein–solvent and solvent–solvent interactions a spherical truncation

method with an 8 Å residue-based cut-off was applied, whereas the intramolecular non-bonded

interactions of the protein were not truncated. This can be seen as the first step for MD simu-

lations towards reaching lengthy timescales (Daggett, 2000) and in the near future longer simu-

lations are expected to appear, both in terms of the length of a single trajectory and in terms of

aggregate time for several simulations analyzed together. Recently some very large systems like

GroEl (Ma et al. 2000) virus capsids (Phelps et al. 2000 ; Speelman et al. 2001) and membrane

proteins (de Groot & Grubmüller, 2001) have also been the subject of MD simulations.

These computational advances have also made the MD simulation method available for

a wider audience of researchers, and make it possible to tackle large biochemical systems like

viral capsids, membrane proteins and protein–DNA complexes. At the same time the timescale

within reach for MD simulations has been shifted upwards, allowing improved sampling. This,

together with the continuously improving force fields, allows us to simulate proteins, nucleic

acids, membranes and complexes of various kinds, with trajectories that usually are within a

r.m.s. deviation for the backbone of 2 Å from the X-ray or NMR structure.

The speed of computers will no doubt keep increasing, and this additional power will be used

to study the same kinds of system as have been studied in the first 25 years of biomolecular MD,

but with better sampling (longer or more simulations), and using better force fields that include

polarization effects. There are also very exciting prospects for the study of intriguing biological

problems, some of which are already appearing, concerning the regulation of protein activity

(Young et al. 2001), allostery, water (de Groot & Grubmüller, 2001 ; Tajkorshid et al. 2002)

and ion channels (Åqvist & Luzhkov, 2000 ; Bernèche & Roux, 2001), protein–protein and

protein–DNA/RNA interactions in many different cellular contexts.
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MÖLLHOFF, M. & STERNBERG, U. (2001). Molecular mech-

anics with fluctuating atomic charges – a new force field

with a semi-empirical charge calculation. Journal of

Molecular Modelling 7, 90–102.

MONARD, G. & MERZ JR., K. M. (1999). Combined quan-

tum mechanical/molecular mechanical methodologies

applied to biomolecular systems. Accounts of Chemical

Research 32, 904–911.

MORDASINI, T. Z. & MCCAMMON, J. A. (2000). Calculations

of relative hydration free energies : a comparative study

using thermodynamic integration and an extrapolation

method based on a single reference state. Journal of

Physical Chemistry (B) 104, 360–367.

300 J. Norberg and L. Nilsson



MORISHITA, T. (2000). Fluctuation formulas in molecular-

dynamics simulations with the weak coupling heat bath.

Journal of Chemical Physics 113, 2976–2982.

NELSON, M., HUMPHREY, A., GURSOY, A., DALKE, A.,

KALE, R. D., SKEEL, R. D. & SCHULTEN, K. (1996).

NAMD – a parallel, object-oriented molecular dyn-

amics program. International Journal of Supercomputing

Applications and High Performance Computing 10, 251–268.
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