Sieve: A Geometrical Computational Framework

Many scientific numerical codes frequently comprise of two uneasily coexisting pieces: the mesh, describing the topology and the geometry of the computational domain of interest, and the functional data attached to the mesh and  representing the discretized physical fields and equations.  The mesh data structure typically reflects the representation used by the mesh generator and carries the embedded geometric information.  While this arrangement is natural from the point of view of mesh generation and exists in the best of such packages (e.g., [1]), it is frequently foreign to the process of solving equations on the generated mesh.  At the same time, the functional data closely reflect the linear algebraic structure of the computational kernels ultimately used to solve the equations; here the natural geometric structure of the equations, which reflects the mesh connectivity in the coupling between the degrees of freedom, is sacrificed to the rigid constraints of the solver.  In particular, the most natural geometric operation of a restriction of a field to a local neighborhood entails tedious and error-prone index manipulation.  

In response to this state of affairs a number of efforts arose addressing the fundamental issues of interaction between the topology, the functional data and algorithms.  We note the MOAB and TSTT/ITAPS projects [2-6], the libMesh project [7], the GrAL project [8], to name just a few.  Although each of these projects addresses some of the issues outlined above, we feel that there is room for another approach.

Our framework, named Sieve, is a collection of interfaces and algorithms for manipulating geometric data.  It shares many features with the mentioned approaches, of which GrAL is the closest to Sieve in spirit. The design may be summarized by considering three constructions. First, data in Sieve are indexed by the underlying geometric elements, such as mesh cells, rather than by some artificial global order.  Further, the local traversal of the data is based on the connectivity of the geometric elements.  For example, Sieve provides operations that, given a mesh cell, traverse all the data on its interior, its boundary,  or its closure. Typical operations on a Sieve are shown in Table. 

In Sieve, topological mesh elements, such as vertices, edges, and so on, are refered to as abstract points

(our points correspond to geometric entities in some other approaches like MOAB or ITAPS),  and the adjacency relation between two points, such as an edge and its vertex, is refered to as covering: an edge is coverted by its end vertices.  The emphasis on the covering idea is a direct descendant of the cell complex construction in algebraic topology, having undergone an abstraction along the lines of category theory, with its emphasis of the arrows (i.e., morphisms).

Second, the global topology is divided into a chain of local topologies with an overlap structure relating them to each other.  The overlap is encoded using the Sieve data structure again, this time containing arrows relating points in different local topologies.  The data values over each local piece are manipulated using the local connectivity, and each local piece may associate different data to the same global element. The crucial ingredient here is the operation of assembling the chain of local data collections into a consistent whole over the global topology.

Third, the covering arrows can carry additional information controlling the way in which the data from the covering points are assembled onto the covered points. For example, orientation information can be encoded in the arrows to dictate an order for the data returned over an element closure. More sophisticated operations are also possible, such as linear combinations which enable coordinate transformations, or the projection and interpolation necessary for multigrid algorithms. This is the central motivation behind the arrow-centric storage structure, as opposed to keeping adjacency lists for every element.  In the latter implementation arrows are actually duplicated with the two copies not symmetrically accessible within the computational loops.

We consider Sieve's approach unique and novel, since it emphasizes the natural mathematical structure of the computational topology  and  its relation to the attached numerical data.

Sieve consistently reuses its fundamental topological data structures at all levels of the computational hierarchy.  It uses the same covering notions to encode the relations between topological elements within individual meshes, as well as between the different meshes and the data at different levels of resolutions (multigrid), in different parts of the computational domain (hybrid meshes), and even on different computational nodes in a distributed environment.  Furthermore, the geometric data access facilities dictated by the covering relations are used to extract the mesh data based on locality within a single mesh or across different meshes, including distributed data access in a parallel computation.
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